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ABSTRACT 

 
This thesis investigates the damping performance of power systems through eigenvalue 
analysis and the impact of cyber-attack on power systems in frequency disturbing aspects 
during sudden changes of load. It also proposes a solution method to make the system stable. 
The analysis is firstly carried out on the Western System Coordinating Council (WSCC) 9-bus 
test system to find the impact of location of Flexible AC Transmission System (FACTS) 
devices on the static voltage stability. The maximum loadability of the load buses is 
determined using continuation power flow method with static var compensator (SVC) and 
static synchronous compensator (STATCOM). The result shows that the reactive power 
support from the FACTS devices depends on the proper placement of the FACTS devices in 
the network. 
 
The analysis is then conducted on an IEEE 14-bus test system. The maximum loading limits of 
the load buses are determined using continuation power flow method and a static synchronous 
compensator (STATCOM) is installed as an objective to increase the systems loadability. 
Then, the dominant modes and associated states that affect the damping of the system are 
identified and an oscillation damping controller is designed. The result shows that the 
proposed damping controller equipped with STATCOM can improve the damping 
performance of the system significantly. 
 
In order to analyze the impact of cyber attack on power systems, the stable limit of speed 
regulation for load frequency control (LFC) and integral controller gain for automatic 
generation control (AGC) is derived from their characteristic equations. Depending upon the 
nature of cyber-attack (positive biased or negative biased attack), simulations are performed to 
show the frequency deviations and oscillations of the power system. Finally, a feedback LFC 
block with a three input switch is proposed to remove these oscillations. 
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CHAPTER I 

 

Introduction 

 

1.1 Research Background  

1.1.1 Demand, Generation and Transmission of Electricity 

Electricity can't be captured from moving air like wind energy or pumped out of the ground 
like oil. It is produced by the use of primary energy sources such as natural gas, coal, or 
nuclear reactions. So it is called a secondary source of energy. The demand of the electric 
power is greater today than ever before, with the rapid development of the social economy, 
science and technology. Shortage of the energy reserve has been widely recognized due to the 
excessive exploitation and utilization of these primary energy sources. Therefore, it is urgent 
to find a sustainable and effective way to address the energy problems in the long term.  
 
During the last few years, renewable energy sources such as wind and solar energy seem to be 
better candidate for future electric power generation in terms of safety, cleanness and 
sustainability. The benefits of the renewable energies are now widely recognized and the 
utilization of renewable energies is now on a fast track. The amount of generating capacity 
added in wind and solar photovoltaic in 2015 came to 118GW, far above the next highest 
annual figure, 2014’s 94GW [1]. 
 
The power transfer capability of the existing electric power transmission system is always 
finite and it will eventually move towards its working limits with the incremental power flow. 
The reinforcement of the existing transmission system cannot be simply achieved by adding 
new lines due to some economic, geographic and environmental issues. So, it is essential to 
find additional solutions to facilitate the upgrade and reinforcement of the existing 
transmission system with more flexibility and higher cost efficiency.  
 
1.1.2 Stability using FACTS  
 
Flexible AC transmission system, also known as FACTS, is not only able to provide a solution 
to the enhancement of power system transmission capability with great flexibility but also 
beneficial to improve power system stability. 
 
Power system dynamic stability can be categorized as small-signal stability and transient 
stability [2]. Small-signal stability defines the ability of power systems to recover to its 
original steady state after small disturbances without losing synchronism. In normal power 
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system operations, small disturbances caused by random fluctuations in certain system 
parameters may excite power system oscillations; these oscillations are also known as low 
frequency oscillations since their frequencies (0.1Hz~2.0Hz) are relatively low comparing to 
the fundamental frequency of AC system (50/60Hz) [3].  
 
Insufficient damping of low frequency oscillations is one of the main causes of small-signal 
instability; and even for a stable system, it is also important to make sure that the system has 
enough damping so that the settling time of the decaying oscillations can be minimized based 
on certain system operating requirements.  
 
The following practices are normally suggested to increase system small-signal stability [2], in 
which, the first three approaches improve the small-signal stability of power systems 
inherently by reducing the electric distance between the synchronous generator and the grid; 
while PSS and FACTS supplementary damping controller could increase the power system 
damping against low frequency oscillations by the dynamic control of interrelated system 
parameters such as bus voltage and line power flow. 
 
• Improve power system network topologies 
• Increase real and reactive power reserve 
• Improve the AVR (automatic voltage regulator) on excitation systems 
• Install PSS (power system stabilizer) and FACTS supplementary damping controllers 
 
Transient stability is the ability of power system to maintain synchronism subject to large 
disturbances such as system fault and transmission line outage. Different from small-signal 
stability, the transient stability of a particular system might be disparate with respect to 
different disturbances and the loss of synchronism caused by transient instability usually 
happens within 2 to 3 seconds after the disturbance, which is much faster than that caused by 
small-signal instability. To improve system transient stability, the following practices are 
suggested [2]: 
 
• Fast fault clearance and auto-reclose 
• Increase electromagnetic power output of the generator 
• Decrease mechanical power output of the prime mover 
 
Besides, reducing electric distance can also help enhancing transient stability in a certain 
degree.  
 
Failing to address the dynamic stability issues may lead to serious consequences. Take low 
frequency oscillation for example, the loss of synchronism caused by low frequency 
oscillation can result in inter-connected system separation and even wide-area blackouts. 
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Some of the noteworthy low frequency oscillation incidents in history are summarized in 
Table 1-1 [4]. 
 

Table 1.1: Noteworthy low frequency oscillation incidents in history 
 

Low frequency oscillation incident Oscillation frequency 
UK (1980) 0.50Hz 
Taiwan (1984, 1989, 1990, 1991, 1992) 0.78-1.05Hz 
West USA/Canada system separation (1996) 0.22Hz 
Scandinavia (1997) 0.50Hz 
China blackout (2003) 0.40Hz 
USA blackout (2003) 0.17Hz 
Italian blackout (2003) 0.55Hz 

 
Based on different causes, low frequency oscillations can be classified as local oscillatory 
mode and inter-area oscillatory mode. The local oscillatory mode describes the oscillations 
between a single generator or a group of generators in the same area and the rest of the system 
with the frequency of 1.0 to 2.0Hz; while the inter-area oscillatory mode is aroused by 
generators or generator groups from different areas oscillating against each other with the 
frequency of 0.1 to 1.0Hz [3]. From Table 1-1, it should be noticed that these incidents are 
actually inter-area oscillations. In wide-area interconnected power systems, local oscillations 
can be effectively suppressed by the proper designs of AVR and PSS. However, for inter-area 
oscillations involving multiple areas, the regulations from the generator side could be quite 
limited. Therefore, it is essential to design FACTS supplementary damping controllers to 
mitigate the inter-area oscillations. 
 
1.1.3 Cyber Threat on Modern Power Grid 

Increased load on interconnected grid system is making the system heavily loaded day by day. 
Moreover, operational deregulation causes a dramatic change to modern electric power 
systems.  All these make the power system vulnerable and less reliable. At the same time, the 
quality of power supply has become a critical issue due to the growth of electronic loads [5]. 
Considering all these aspects nowadays, there is a rising tendency of transition from a 
centralized power grid system to a local energy grid system with control capability called 
micro grid in case of an emergency and power shortage during power interruption in the main 
grid [6].  
 
Micro grid can disconnect from the traditional grid and operate autonomously. Moreover, to 
enlighten remote areas, small scale power station is needed to set up where grid extension for 
power supply becomes costly and difficult. In many cases the availability of power supply 
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becomes the prime concern for medical treatment, technical research, industry, transportation 
etc. To ensure continuous power supply for all these cases, it is required to set up special 
generating station.  
 
The renewable energy such as photovoltaic cells (PV), fuel cells, wind power etc. in 
combination with diesel generators are the main sources of power for these systems. A 
distributed and autonomous generation control is mandatory for these small power producing 
networks. They are generally connected to the grid at substation or customer loads. The power 
generated from PV, fuel cells are in the form of direct current whereas the power from wind 
generators, micro turbines are in the form of alternate current at a frequency different from the 
required 50 Hz.  Therefore, a power electronic interface is required for the system containing 
these sources.  
 
Since small scale islanded power systems can help in improving the power quality and power 
supply flexibility, it is also gaining attention to power utility companies. They can be used not 
only to provide spinning reserve but also to reduce the transmission and distribution costs. 
Also during the event of an outage in the primary substation they can be used to feed the 
customers.  
 
Modern micro grid can supply power having the ability to change between islanded mode and 
grid-connected mode. It should ensure the reliability of the power supply that demands the 
necessity of controlling the power station smartly. To do so, advanced control system with 
communication interface should be adopted. For ensuring smooth power supply, stability of 
the system should be maintained properly.  
 
In order to make the system stable its output parameter, especially voltage and frequency 
should be kept constant to its pre-assigned value. The whole system may collapse due to any 
disturbance of these output quantities. As being equipped with a smart control system, cyber 
threat on an islanded power station is considered to be a powerful means of disturbance that 
may cause the system severely unstable.   
 
A detailed literature review in the area of power system voltage stability enhancement, 
damping control and cyber-attack impact is presented in the next section. 
 
1.2 Literature Review 
 
1.2.1 Proper Placement of FACTS 
 
Power systems have become increasingly concerned world-wide with voltage stability and 
collapse problems [7]-[8]. A number of major voltage collapse phenomena have been 
experienced by utilities resulted in widespread blackouts [9]. In spite of dynamic nature of 
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voltage instability, static approaches are used for its analysis based on the fact that the system 
dynamics influencing voltage stability are usually slow [10]-[12]. 

Various theories have been established in voltage stability analysis through rigorous 
mathematical investigation [13]. A novel approach based on multi-input multi-output transfer 
function for analyzing static voltage stability is proposed in [14]. An improved neural network 
based algorithm is proposed to monitor voltage stability in [15]. Voltage sensitivity and modal 
analysis is used to investigate voltage stability in [16] which concludes that voltage stability 
margins have a precise voltage collapse point when a power system is subjected to sudden 
load increase. Voltage stability limit is usually dominant in heavily loaded systems [17]. As 
modern systems are being operated under heavily stressed conditions with reduced stability 
margins, incorporation of voltage stability analysis is essential for proper planning and control 
of power systems.  

One of the main causes of voltage collapse is the inadequate reactive power in the system. 
Reactive power sources such as flexible AC transmission system (FACTS) devices can be 
used to improve the voltage stability of power systems [18]. However, as they are very 
expensive, they should not be placed without proper planning.  

1.2.2 Damping Controller with STATCOM 

In order to improve the stability of power systems, a static synchronous compensator 
(STATCOM) is increasingly popular [19], [20]. A STATCOM can dynamically 
support/absorb the reactive power to/from the power network and hence improves the system 
voltage profile and angle stability [21]. It can also enhance the overall stability of a power 
system if it is equipped with some more supplementary control signals.  
 
The effect of different loads and voltage compensation using voltage source converter based 
STATCOM is presented in [22] which shows that, in some cases, it is hard to maintain the 
load angle close to unity. Time-domain analysis of a system with and without STATCOM is 
investigated in [23] for different types of faults in which inadequately damped oscillations are 
observed under certain critical conditions.  
 
The disturbance in power system is mainly due to the connection/disconnection of large loads, 
faults, and loss of excitation in the generator [24]. The occurrence of contingencies in power 
system can cause poorly damped or even unstable oscillations which must be damped to 
ensure reliable power supply. 
 
1.2.3 Smart-grid Cyber Vulnerability  
 
Modern power system is largely dependent on information and communication technologies 
and digital computer techniques [25]. With the advancement of information and 
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communication technologies (ICT) and digital computer, advanced controllers are increasingly 
integrated into power generation and control system [26], [27]. These technologies greatly 
increase the dependency of the power system on ICT. This increasing dependency on ICT 
causes a harmful effect on power system through cyber-attack.  

The cyber component of a power station is the advanced control loop, communication 
networking and sensors [28], [29]. The data for different parameters are collected using 
sensors and then these data are sent to controller [30], [31] for right operation of the system. 
The data sending action are performed using communication network which is one of the 
cyber vulnerable parts of the power system. The attacker can get the data when sending from 
sensing section to control section in a power station. After accessing the confidential data the 
attacker can get control on the automatic controller and change the controller action that 
results in malfunctioning of controller with changed set value. The malfunctioning leads to 
make the system unstable.  

To ensure system stability cyber-attack impact on power system should be analyzed properly. 

1.3 Research Focuses 

Whenever a disturbance occurs in the system like generation/load imbalance or any fault 
caused by cyber-attack, the system may lose its stability or cause poorly damped oscillations. 
To improve the performance of system, the objectives of the research are as follows: 

 Determining of the maximum loading point (MLP) of considered test power systems to 
analyze voltage stability. 

 Determining the optimal place to install suitable FACTS devices for enhancing voltage 
stability and reducing power loss as the cost of these devices is very high. 

 Determining the critical mode of power systems and associated participation factors 
through linear analysis. 

 Evaluating the dynamic performance of power systems through nonlinear analysis. 
 Designing a supplementary controller along with STATCOM for damping oscillations 

of power systems. 
 Analyzing the frequency deviations and oscillations of an islanded power station 

during cyber-attack on its cyber vulnerable parts like load frequency Control (LFC) 
and automatic generation control (AGC). 

 Determining the way of removing frequency deviations and oscillations significantly.   
 
1.4 Thesis Outlines 
 
This thesis is organized as follows: 
 
Chapter II: FACTS Device and Power Flow 
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Chapter III: LFC and AGC of Power System  
 
Chapter IV: Enhancement of Damping Performance using STATCOM  
 
Chapter V: Frequency Stability Improvement during Cyber-Attack  
 
Chapter VI: Conclusion and Future Work 
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CHAPTER II 

 

FACTS Device and Power Flow  

 

2.1 Introduction 
 
Now a day as power demand increases the power system is getting more complex to fulfill the 
requirements within the acceptable quality and costs [32]. Generating stations are located 
away from the load centers because of economic and environmental issues. As the demand of 
power increases uncertainty occur in the system operation resulting reduction in stability and 
risk of blackouts.  This problem can be tackle by introducing high power electronics controller 
in ac transmission networks. So “flexible” operation in ac transmission network comes in to 
role where changes can be done easily without affecting the systems. FACTS (Flexible 
Alternating Current Transmission System) are a family of power electronics device which 
improves stability, power transfer capability and controllability of ac system [33]. It also 
allows increasing the usable transmission capacity of its maximum thermal limits [34] 
 
The IEEE Power Engineering Society (PES) Task Force of the FACTS Working Group has 
defined FACTS and FACTS Controller as given below [35]. 
 
Flexible AC Transmission System (FACTS): Alternating current transmission systems 
incorporating power electronic-based and other static controllers to enhance controllability and 
increase power transfer capability. 
 
FACTS Controller: A power electronic-based system and other static equipment that provide 
control of one or more AC transmission system parameters. 
 
Power flow through an ac line is a function of phase angle, line end voltages and line 
impedance, and there is little or no control over any of these variables. The consequences of 
this lack of fast, reliable control are stability problems, power flowing through other than the 
intended lines, the inability to fully utilize the transmission resources, undesirable var flows, 
higher losses, high or low voltages, cascade tripping and long restoration times.  
 
With FACTS devices, power flow is electronically controlled and it flows as ordered by the 
control center [34]. Transmission capacity enhanced reasonably with using of appropriate type 
and rating of FACTS devices. 
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The range of FACTS devices include: 
 

 Static Var Compensators (SVC) 
 Static Compensators (STATCOM) 
 Thyristor Controlled Series Capacitors (TCSC) 
 Universal Power Flow Controllers (UPFC) 
 High Voltage Direct Current Transmission (HVDC) 

 
From these, this thesis will concentrate on the SVC and the STATCOM. 
 
2.2 SVC 
 
2.2.1 Introduction 
 
The static var compensator regulates the voltage by controlling the amount of reactive power 
absorbed from or injected into the power system [36]. For example, it generates reactive 
power by switching capacitor banks when the system voltage is low or loads are inductive. 
Consequently, the reactive power demand of the lagging load is supplied by the SVC – 
relieving the distributing lines from delivering it. Thus, the voltage drop decreases and the 
voltage at the load terminals shall improve. Fig. 2.1 shows the configuration of a SVC. There 
are three common configurations of static var compensators which are given below. 
 
1. Thyristor-controlled Reactors with Fixed Capacitors (TCR/FC)  
2. Thyristor switched capacitors (TSC) 
3. Thyristor-controlled Reactors and Thyristor switched Reactors (TCR/TSR) 
 

 
Figure 2.1: Static VAR Compensators (SVC): TCR/TSR, TSC, FC and Mechanically 
Switched Resistor  
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Likewise, the static var compensator absorbs reactive power when the system voltage is high 
or loads are capacitive. In this case, the SVC uses the reactors to consume the VARs from the 
system, thereby lowering the system voltage. 
 
2.2.2 Implemented SVC model 
 
In this thesis work, SVC model is used as a time constant regulator, as depicted in Fig. 2.2. In 
this model, a total reactance bSVC is assumed and the following differential equation holds: 
 

ܾ̇SVC = (Kr(vref − v) − bSVC) / Tr (2.1) 
                                                          

 

Figure 2.2: Block diagram of SVC [37]. 

Fig. 2.2 shows the block diagram of a SVC where v is the measured voltage at the connected 
bus, vref is the reference voltage, bmax and bmin is the maximum and minimum reactance, 
respectively, bSVC is the total reactance, Kr is the regulator gain and Tr is the regulator time 
constant. 

The model is completed by the algebraic equation expressing the reactive power injected at the 
SVC node: 

q = bSVCv2 
 

(2.2) 

 
The regulator has an anti-windup limiter, thus the reactance bSVC is locked if one of its limits is 
reached and the first derivative is set to zero. 
 
2.3 STATCOM 
 
2.3.1. Introduction 
 
STATCOM or Static Synchronous Compensator shown in Fig.2.3 is a shunt device, which 
uses force-commutated power electronics (i.e. GTO, IGBT) to control power flow and 
improve transient stability on electrical power networks [35].  
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A STATCOM has the following parts: 
 
1. Voltage-Source Converter (VSC) 
2. DC Capacitor 
3. Inductive Reactance 
4. Harmonic Filters 
 

 
 

Figure 2.3: GTO-based STATCOM Simple Diagram [35] 
 
In the case of two AC sources, which have the same frequency and are connected through a 
series reactance, the power flows will be [35]: 

 Active or Real Power flows from the leading source to the lagging source. 
 Reactive Power flows from the higher to the lower voltage magnitude source. 

 
Consequently, the phase angle difference between the sources decides the active power flow, 
while the voltage magnitude difference between the sources determines the reactive power 
flow. Based on this principle, a STATCOM can be used to regulate the reactive power flow by 
changing the output voltage of the voltage-source converter with respect to the system voltage. 
 
2.3.2 Implemented STATCOM Model 
 
The implemented STATCOM model is a current injection model which is based on [38]-[40]. 
The STATCOM current is always kept in quadrature in relation to the bus voltage so that only 
reactive power is exchanged between the ac system and the STATCOM. The dynamic model 
is shown in Fig. 2.4, where it can be seen that the STATCOM assumes a time constant 
regulator like SVC. 
 
The differential equation and the reactive power injected at the STATCOM node are given, 
respectively by: 
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ଓ̇SH = (Kr(vref − v) − iSH) / Tr 
 

(2.3) 

q = iSHv 
 

(2.4) 

 

 

Figure 2.4: Block diagram of STATCOM [37]. 

Fig. 2.4 shows the block diagram of a STATCOM where v is the measured voltage at the 
connected bus, vref  is the reference voltage, imax and imin is the maximum and minimum 
current, respectively, iSH is the total injected current at the connected bus, Kr is the regulator 
gain and Tr is the regulator time constant. 

The regulator has a non-windup limiter, thus the current iSH is locked if one of its limits is 
reached and the first derivative is set to zero. 
 
2.4 Power Flow Analysis 
 
2.4.1 Introduction 
 
Power flow or load flow study in power system is the steady state solution of the power 
system network. The power system is modeled by an electric network and solved for the 
steady-state powers and voltages at various buses. The direct analysis of the circuit is not 
possible, as the load are given in terms of complex powers rather than impedances, and 
generators behave more like power sources than voltage sources.  
 
The main information obtained from the load flow study comprises of magnitudes and phase 
angles of load bus voltages, reactive powers and voltage phase angles at generator buses, real 
and reactive power flow on transmission lines together with power at the reference bus, other 
variables being specified. This information is essential for the continuous monitoring of the 
current state of the system and for the analyzing the effectiveness of the alternative plans for 
the future, such as adding new generator sites, meeting increased load demand and locating 
new transmission sites. 
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In load flow analysis, we are mainly interested in voltages at various buses and power 
injection into the transmission system. In addition, power flow analysis is required for many 
other analyses such as transient stability and contingency studies. The main objective of a 
power flow study is to determine the steady state operating condition of the electrical network. 
The steady state may be determined by finding out the flow of active and reactive power 
throughout the network and the voltage magnitudes and phase angles at all nodes of network. 
Such information is used to carry out security assessment analysis, where the nodal voltage 
magnitudes and active and reactive power flows in transmission lines and transformers are 
carefully observed to assess whether or not they are within prescribed operating limits. [41]-
[43]. 
 
In solving a power flow problem, the system is assumed to be operating under balanced 
conditions and a single-phase model is used. In a power system each bus or node is associated 
with four quantities i.e. voltage magnitude |V|, phase angle δ, real power P, and reactive power 
Q. In a load flow solution two out of the four quantities are specified and the remaining two 
are required to be obtained through the solution of the equations. Based on the difference 
between power flow in the sending and receiving ends, the losses in a particular line can also 
be computed. 
 
2.4.2 Formulation of the load flow problem 
 
Load flow studies [44]-[45] are based on a nodal voltage analysis of a power system. As an 
example, a very simple system is considered that is represented by the single-line diagram in 
Fig. 2.5. Here two generators (1 and 2) are interconnected by one transmission line and are 
separately connected to a load (3) by two other lines. If the phasor currents injected into the 
system are I1, I2, and I3, and the lines are modeled by simple series admittances, then it is 
possible to draw the equivalent circuit for one representative phase of the balanced three-phase 
system, as shown in Fig. 2.6.  
 

 
Figure 2.5: Single-line diagram of a simple 
example power system 

Figure 2.6: Equivalent circuit for one phase of 
the system shown in Figure 2.5 
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For the circuit in Fig. 2.6, the nodal voltage equations can be written directly. For example, at 
node 1:  
 
૚ࡵ = ଵଶݕ) + ૚ࢂ(ଵଷݕ − ૛ࢂଵଶݕ −                                                                                         ૜                                                                 (2.5)ࢂଵଷݕ
 
In general, for a system with r nodes, then at node n:  
 
࢔ࡵ = ௡ܻଵࢂ૚ + ௡ܻଶࢂ૛+…….+ ௡ܻ௡࢔ࢂ+…..+ ௡ܻ௥࢘ࢂ = ∑ ௡ܻ௞࢑ࢂ௥

௞ୀଵ                          (2.6) 
 
where:   Ynn= sum of all admittances connected to node n  
             Ynk= - (sum of all admittances connected between nodes n and k) = Ykn 
              In= current injected at node n  
 
For the complete system of r nodes:  
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⎤
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⎡ ଵܻଵ   . .     ଵܻ௡   . .     ଵܻ௥
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௡ܻଵ   . .     ௡ܻ௡   . .     ௡ܻ௥
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௥ܻଵ   . .     ௥ܻ௡   . .     ௥ܻ௥ ⎦

⎥
⎥
⎥
⎤

⎣
⎢
⎢
⎢
⎡
૚ࢂ

:
࢔ࢂ

:
⎦࢘ࢂ
⎥
⎥
⎥
⎤
    or   [ࡵ] =  (2.7)                            [ࢂ][ܻ]

 
Where, [Y] is the nodal admittance matrix. Formulation of the load flow problem is most 
conveniently carried out with the terms in the nodal admittance matrix expressed in polar 
notation: Y kn = Y kn ∠θ kn .  
 
Conventional circuit analysis proceeds directly from equation (2.7) by inverting the nodal 
admittance matrix and hence solving for the nodal voltages [V]. However, the load flow 
problem is complicated by the lack of uniformity in the data about electrical conditions at the 
nodes. There are three distinct types of nodal data, which relate to the physical nature of the 
power system: 
 
a) Load nodes, where complex power Sns= Pns +jQns taken from or injected into the system is 
defined. Such nodes may also include links to other systems. At these load nodes, the voltage 
magnitude |Vn| and phase angle δn must be calculated. 
 
b) Generator nodes, where the injected power, Pns, and the magnitude of the nodal voltage |Vn| 
are specified. These constraints reflect the generator’s operating characteristics, in which 
power is controlled by the governor and terminal voltage is controlled by the automatic 
voltage regulator. At the generator nodes the voltage phase angle δn must be calculated. 
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c) At least one node, termed the ‘floating bus’ or ‘slack bus’, where the nodal voltage 
magnitude |Vn| and phase angle δn are specified. This node acts as the reference node and is 
commonly chosen to have a phase angle δn = 0˚. The power and reactive power delivered at 
this node are not specified. 
 
In the system configuration of Fig. 2.5, each type of node is represented with node 1 being a 
floating bus, node 2 being a generator node and node 3 being a load node. Consequently 
values must be specified for the power (P2s) injected at node 2, and the power (P3s) and 
reactive power (Q3s) injected at node 3. All three of these power values may be changed by the 
user, though default values are provided (P2s = 1.0; P3s = -1.5; Q3s = -0.2), with negative values 
indicating that power or reactive power is being drawn from the system.  
 
The magnitude of the voltage at node 1 can be specified, with the default value being 1.0 pu, 
while the phase angle is fixed at 0˚ (= 1.00˚ V1). At the generator node (node 2), the voltage 
magnitude can be set by the user with the default value being 1.1 pu (V2 = 1.1δ2), and the 
phase angle δ2 is calculated during the load flow solution. At the load node (node 3) the 
voltage magnitude and phase have to be calculated (V3 = |ܸ|δ3). So the complete load flow 
problem for this particular power system configuration involves the calculation of the voltage 
magnitude V3 and the phase angles δ2, δ3. 
 
2.4.3 Newton-Raphson Approach 
 
The Newton-Raphson (NR) method [46] is a powerful method of solving non-linear algebraic 
equations. Because of its quadratic convergence, Newton’s method is mathematically superior 
to the Gauss-Seidel method and is less prone to divergence with ill-conditioned problems. It 
works faster, and is sure to converge in most cases as compared to the Gauss-Siedel (GS) 
method.  
 
It is indeed the practical method of load flow solution of large power networks. Its only 
drawback is the large requirement of computer memory, which can be overcome through a 
compact storage scheme. One of the main strengths of the Newton-Raphson method is its 
reliability towards convergence. Contrary to non Newton-Raphson solutions, convergence is 
independent of the size of the network being solved and the number and kinds of control 
equipment present in the system. Hence in the proposed work Newton-Raphson method is 
preferred. 
 
The Newton-Raphson method is an iterative technique for solving systems of simultaneous 
equations in the general form:  
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ଵ݂( ଵܺ, . .ܺ௡ , . .ܺ௥) = ݇ଵ 
 

௡݂( ଵܺ, . .ܺ௡ , . .ܺ௥) = ݇௡ 
 

௥݂( ଵܺ, . .ܺ௡ , . .ܺ௥) = ݇௥ 
 

 
 
(2.8) 

 
where f1,....fn....fr are differentiable functions of the variables X1,....Xn ,....Xr and k1, ....kn....kr 
are constants. Applied to the load flow problem, the variables are the nodal voltage 
magnitudes and phase angles, the functions are the relationships between power, reactive 
power and node voltages, while the constants are the specified values of power and reactive 
power at the generator and load nodes. Power and reactive power functions can be derived by 
starting from the general expression for injected current (Eqn. 2.6) at node n: 

௡ܫ = ෍ ௡ܻ௞࢑ࢂ

௥

௞ୀଵ

 

so the complex power input to the system at node n is: 
 
ܵ௡ = ௡ܸܫ௡∗                                                                                                                           (2.9)                                          
  
where the superscript * denotes the complex conjugate. Substituting from (2.6) with all 
complex variables written in polar form: 
 
ܵ௡ = ௡ܸ ∑ ௡ܻ௞

∗
௞ܸ
∗ = ∑ | ௡ܸ|| ௞ܸ|| ௡ܻ௞|௥

௞ୀଵ
௥
௞ୀଵ {ߜ௡ − ௞ߜ −  ௡௞}                                         (2.10)ߠ

 
The power and reactive power inputs at node n are derived by taking the real and imaginary 
parts of the complex power: 
 

௡ܲ =  {ࡿ௡} =  ෍| ௡ܸ|| ௞ܸ|| ௡ܻ௞|
௥

௞ୀଵ

௡ߜ}ݏ݋ܿ − ௞ߜ −  ௡௞}                                                    (2.11)ߠ

ܳ௡ =  {ࡿ௡} =  ෍| ௡ܸ|| ௞ܸ|| ௡ܻ௞|
௥

௞ୀଵ

௡ߜ}݊݅ݏ − ௞ߜ −  ௡௞}                                                     (2.12)ߠ

 
The load flow problem is to find values of voltage magnitude and phase angle, which, when 
substituted into (2.11) and (2.12), produce values of power and reactive power equal to the 
specified set values at that node, Pns and Qns. 
 
The first step in the solution is to make initial estimates of all the variables: | ௡ܸ

଴|,  ௡଴ where theߜ
superscript 0 indicates the number of iterative cycles completed. Using these estimates, the 
power and reactive power input at each node can be calculated from (2.11) and (2.12). These 
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values are compared with the specified values to give a power and reactive power error. For 
node n: 
 

∆ ௡ܲ
଴ =  ௡ܲ௦ −  ෍| ௡ܸ

଴|ห ௞ܸ
଴ห| ௡ܻ௞|

௥

௞ୀଵ

௡଴ߜ}ݏ݋ܿ − ௞଴ߜ −  ௡௞}                                                     (2.13)ߠ

∆ܳ௡଴ =  ܳ௡௦ −  ෍| ௡ܸ
଴|ห ௞ܸ

଴ห| ௡ܻ௞|
௥

௞ୀଵ

௡଴ߜ}݊݅ݏ − ௞଴ߜ −  ௡௞}                                                    (2.14)ߠ

 
The power and reactive power errors at each node are related to the errors in the voltage 
magnitudes and phase angles, e.g. ∆| ௡ܸ

଴|,∆ߜ௡଴ by the first order approximations: 
 

 

 
 
 
 
        (2.15) 

 
where the matrix of partial differentials is called the Jacobian matrix, [J]. The elements of the 
Jacobian are calculated by differentiating the power and reactive power expressions (2.11), 
(2.12) and substituting the estimated values of voltage magnitude and phase angle. At the next 
stage of the Newton-Raphson solution, the Jacobian is inverted. Matrix inversion is a 
computationally-complex task with the resources of time and storage increasing rapidly with 
the order of [J]. This requirement for matrix inversion is a major drawback of the Newton-
Raphson method of load flow analysis for large-scale power systems. However, with the 
inversion completed, the approximate errors in voltage magnitudes and phase angles can be 
calculated by pre-multiplying both sides of (2.15): 
 
  

 
 
 
(2.16) 
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The approximate errors from (2.16) are added to the initial estimates to produce new estimated 
values of node voltage magnitude and angle. For node n: 
 

 (2.17) 

 (2.18) 

 
Because first-order approximations are used in (2.15) the new estimates (denoted by the 
superscript 1) are not exact solutions to the problem. However, they can be used in another 
iterative cycle, involving the solution of Equations (2.13-2.18). The process is repeated until 
the differences between successive estimates are within an acceptable tolerance band. 
 
The description above relates specifically to a load node, where there are two unknowns (the 
voltage magnitude and angle) and two equations relating to the specified power and reactive 
power. For a generator node the voltage magnitude | ௡ܸ| and power ௡ܲ are specified, but the 
reactive power is not specified. The order of the calculation can be reduced by 1. There is no 
need to ensure that the reactive power is at a set value and only the angle of the node voltage 
needs to be calculated, so one row and column are removed from the Jacobian. For the floating 
bus, both voltage magnitude and angle are specified, so there is no need to calculate these 
quantities. 
 
2.5 Continuation Power Flow 
 
2.5.1 Introduction 
 
The Jacobian matrix of power flow equations becomes singular at the voltage stability limit. 
Continuation power flow overcomes this problem. Continuation power flow finds successive 
load flow solutions according to a load scenario. It consists of prediction and correction steps. 
From a known base solution, a tangent predictor is used so as to estimate next solution for a 
specified pattern of load increase. The corrector step then determines the exact solution using 
Newton-Raphson technique employed by a conventional power flow. After that a new 
prediction is made for a specified increase in load based upon the new tangent vector. Then 
corrector step is applied. This process goes until critical point is reached. The critical point is 
the point where the tangent vector is zero. The illustration of predictor-corrector scheme is 
depicted in Fig. 2.7. 



19 
 

 

Figure 2.7: Illustration of prediction-correction steps 

In continuation load flow, first power flow equations are reformulated by inserting a load 
parameter into these equations [47]. 
 
2.5.2 Mathematical Reformulation 
 
Injected powers can be written for the ith bus of an n-bus system as follows [48]: 

௜ܲ = ෍| ௜ܸ|| ௞ܸ|
௡

௞ୀଵ

௜௞ߠݏ݋௜௞ܿܩ) +  (௜௞ߠ݊݅ݏ௜௞ܤ

ܳ௜ = ෍| ௜ܸ|| ௞ܸ|
௡

௞ୀଵ

௜௞ߠ݊݅ݏ௜௞ܩ) +  (௜௞ߠݏ݋௜௞ܿܤ

 

 
 
                    
(2.19) 

௜ܲ = ܲீ ௜ − ஽ܲ௜,ܳ௜ = ܳீ௜ − ܳ஽௜ 
 

(2.20) 

where the subscripts G and D denote generation and load demand respectively on the related 
bus. 
 
In order to simulate a load change, a load parameter λ is inserted into demand powers PDi and 
QDi. 

஽ܲ௜ = ஽ܲ௜௢ − )ߣ ∆ܲ௕௔௦௘) 
 ܳ஽௜ = ܳ஽௜௢ −  (௕௔௦௘∆ܳ)ߣ

(2.21) 

 
PDio and QDio are original load demands on ith bus whereas ∆ܲ௕௔௦௘  and ܳ∆௕௔௦௘  are given 
quantities of powers chosen to scale λ appropriately. After substituting new demand powers in 
Equation (2.21) to Equation (2.20), new set of equations can be represented as: 
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,ܸ,ߠ)ܨ (ߣ = 0 

 
(2.22) 

where ߠ denotes the vector of bus voltage angles and V denotes the vector of bus voltage 
magnitudes. The base solution for 0= ߣ is found via a power flow. Then, the continuation and 
parameterization processes are applied [49], [50]. 
 
2.5.3 Prediction Step 
 
In this step, a linear approximation is used by taking an appropriately sized step in a direction 
tangent to the solution path. Therefore, the derivative of both sides of Equation (2.22) is taken. 
 

ߠఏ݀ܨ + ௏ܸ݀ܨ  + ߣఒ݀ܨ = 0 

[ఒܨ  ௏ܨ  ఏܨ] ൥
ߠ݀
ܸ݀
ߣ݀
൩ = 0 

 

 
(2.23) 

In order to solve Equation (2.23), one more equation is needed since an unknown variable λ  is 
added to load flow equations. This can be satisfied by setting one of the tangent vector 
components to +1 or -1 which is also called continuation parameter. Setting one of the tangent 
vector components +1 or -1 imposes a non-zero value on the tangent vector and makes 
Jacobian nonsingular at the critical point. As a result Equation (2.23) becomes: 
 

൤
ఒܨ  ௏ܨ  ఏܨ

݁௞ ൨ ൥
ߠ݀
ܸ݀
ߣ݀
൩ = ቂ 0

±1ቃ 

 

 
(2.24) 

where ek is the appropriate row vector with all elements equal to zero except the kth element 
equals 1. At first step λ is chosen as the continuation parameter. As the process continues, the 
state variable with the greatest rate of change is selected as continuation parameter due to 
nature of parameterization. By solving Equation (2.24), the tangent vector can be found. Then, 
the prediction can be made as follows: 
 

൥
ߠ
ܸ
ߣ
൩
௣ାଵ

= ൥
ߠ
ܸ
ߣ
൩
௣

+ ߪ ൥
ߠ݀
ܸ݀
ߣ݀
൩ 

 

 
(2.25) 

where the subscript “p+1” denotes the next predicted solution. The step size  is chosen so 
that the predicted solution is within the radius of convergence of the corrector. If it is not 
satisfied, a smaller step size is chosen. 
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2.5.4 Correction Step 
 
In correction step, the predicted solution is corrected by using local parameterization. The 
original set of equation is increased by one equation that specifies the value of state variable 
chosen and it results in: 
 

൤ߠ)ܨ,ܸ, (ߣ
௞ݔ − ߟ ൨ = [0] 

 

(2.26) 

where xk is the state variable chosen as continuation parameter and ߟ is the predicted value of 
this state variable. Equation (2.26) can be solved by using a slightly modified Newton-
Raphson power flow method. 
 

 

 
 
 

     
 

 

 

 

 

 

 

 

 

 

 

 

                             Figure 2.8: Flow chart for continuation power flow [47] 
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2.6 Summary 

This chapter introduces two commonly used shunt connected FACTS devices; SVC and 
STATCOM, their implemented model and the process of Newton-Raphson power flow for 
controlling specific system parameters such as line power flow and bus voltages. Hence, the 
modeling of these FACTS includes the internal dynamics of FACTS devices as well as 
provides voltage support when installed on heavily loaded areas of power system.   
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CHAPTER 3 

 

 LFC and AGC of Power System 

 

3.1 Introduction 

To analyze the impact of cyber-attack on LFC and AGC system, it is important to know the 
operation of the control systems and their design models clearly.  The primary objectives of 
LFC are to maintain the system frequency in stable, to divide the load between generators, and 
to control the tie-line interchange schedules. In an interconnected system consisting of several 
pools, the role of the AGC is to divide the loads among system, stations, and generators so as 
to achieve maximum economy and correctly control the scheduled interchanges of tie-line 
power while maintaining a reasonably uniform frequency.  

3.2 Load Frequency Control (LFC) 

In LFC system, the change in frequency and tie-line real power are sensed, which are a 
measure of the change in rotor angle ∂. The error signals (∆ f and ∆Ptie) are amplified, mixed, 
and transformed into a real power command signal ∆PV, which is sent to the prime mover to 
call for an increment in the torque. The prime mover, therefore, brings change in the generator 
output by an amount ∆Pg which will change the values of ∆ f and ∆ Ptie within the specified 
tolerance. In order to design and analysis of a control system, knowing of the mathematical 
modeling of the system is essential. In the following sections modeling of different systems 
are described. 

3.2.1 Generator Model 

The swing equation [51] of a synchronous machine is  

ܪ2
߱௦

݀ଶ∆ߜ
ଶݐ݀ =  ∆ ௠ܲ −  ∆ ௘ܲ  

 

(3.1) 

In terms of small deviation in speed, the above equation can be written as the following. 

݀∆ ߱߱௦
ݐ݀ =  

1
ܪ2 (∆ ௠ܲ −  ∆ ௘ܲ) 

 
(3.2) 

  
With speed in per unit expression the equation (3.2) transforms as 
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݀∆߱
ݐ݀ =  

1
ܪ2 (∆ ௠ܲ −  ∆ ௘ܲ) 

 

(3.3) 

Taking the Laplace transform of equation (3.3) 

∆Ω(ݏ) =  
1

ݏܪ2 [∆ ௠ܲ(ݏ)−  ∆ ௘ܲ(ݏ)] 

 

(3.4) 

The equation (3.4) can be expressed in terms of block diagram [52] shown in Fig. 3.1. 

 

Figure 3.1: Block diagram of generator model. 

3.2.2 Load Model 

Power system contains varieties of loads. The resistive loads such as lighting and heating loads 
are independent of frequency. Motor loads are sensitive to changes in frequency. The 
sensitivity to frequency depends on the composite of the speed-load characteristics of all the 
driven devices. The speed-load characteristic of a composite load is expressed as 

∆ ௘ܲ = ∆ ௅ܲ +  ߱∆ܦ
 

(3.5) 

Where ∆PL is the non-frequency-sensitive load change and D∆ω is the frequency-sensitive 
load change. D is the percentage change in load divided by percentage change in frequency. 
Including this load model in the generator model, the combined block diagram [52] comes to 
the following one. 

 

Figure 3.2: Generator and load model. 
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Eliminating the simple feedback loop from Fig. 3.2 generator-load model can be expresses as 

 

Figure 3.3: Equivalent block diagram of generator-load model. 

3.2.3 Prime Mover Model 

The source of mechanical power, usually known as the prime mover, may be hydraulic 
turbines at waterfalls, steam turbines whose energy comes from the burning of coal, gas, 
nuclear fuel, and gas turbines. The model for the turbine relates changes in mechanical power 
output ∆Pm to changes in steam valve position ∆PV. The simplest prime mover model for non-
reheat steam turbine with a single time constant τT, has the following transfer function. 

(ݏ)்ܩ =
∆ ௠ܲ(ݏ)
∆ ௏ܲ(ݏ) =

1
1 +  (ݏ)்߬

 

(3.6) 

The block diagram of the above transfer function is  

 

Figure 3.4: The block diagram of a simple non-reheat steam turbine. 

3.2.4 Governor Model 

When the generator electrical load is suddenly increased, the electrical power exceeds the 
mechanical power input. This power deficiency is supplied by the kinetic energy stored in the 
rotating system. The reduction in kinetic energy causes the turbine speed and, consequently, 
the generator frequency to fall. The change in speed is sensed by the turbine governor which 
acts to adjust the turbine input valve to change the mechanical power output to bring the speed 
to a new steady-state. For stable operation, the governors are designed to permit the speed to 
drop as the load increased. Let the slope of the speed reduction curve of the governor is R 
which is also regarded as the speed regulation. The speed governor mechanism acts as a 
comparator whose output ∆Pg is the difference between reference set power ∆Pref and the 
power (1/R) ∆ω i.e.  
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∆ ௚ܲ = ∆ ௥ܲ௘௙ −
1
ܴ∆߱ 

 

  (3.7) 

In s domain the equation can be written as the following 

∆ ௚ܲ(ݏ) = ∆ ௥ܲ௘௙(ݏ)−
1
ܴ∆Ω(ݏ) 

 

(3.8) 

The command ∆Pg is transformed through the hydraulic amplifier to the steam valve position 
command ∆PV. Assuming a linear relationship and considering a simple time constant τg, s 
domain relation can be expressed as 

∇ ௏ܲ(ݏ) =
1

1 + ߬௚
∆ ௚ܲ(ݏ) 

 

(3.9) 

Finally the governor model [52] can be written as the following block diagram. 

 

Figure 3.5: Block diagram of speed governing system of a steam turbine. 

3.2.5 Speed Regulation with LFC Loop  

Combining various models shown in the above sections finally the load frequency control loop 
[52] comes to the diagram shown in Fig. 3.6. 

 

Figure 3.6: Load frequency control system. 
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For stable operation of LFC, determination of the stable limit of R is so important and it can be 
done using  Routh-Hurwitz array. Before obtaining the stable limit of R, characteristic 
equation of the control system is required to determine.  

The characteristic equation of the LFC loop is  

1 +
1

ݏܪ2)ܴ + 1)(ܦ + ߬௚1)(ݏ + (ݏ்߬ = 0 (3.10) 

  
 

Considering K=1/R, the above equation becomes 

1 +
ܭ

ݏܪ2) + 1)(ܦ + ߬௚1)(ݏ + (ݏ்߬ = 0 (3.11) 

  
 

Assuming an islanded power station has the following parameters. 

Turbine time constant τT= 0.5 sec 

Governor time constant τg = 0.2 sec 

Governor inertia constant H = 5 sec 

The variation of load with 1 percent change in frequency D = 0.8 

Putting these assumed values into equation (3.11). 

1 +
ܭ

ݏ10) + 0.8)(1 + 1)(ݏ0.2 + (ݏ0.5 = 0 

,ݎ݋ 1 +
ܭ

ଷݏ) + ଶݏ7.08 + ݏ10.56 + 0.8 = 0 

,ݎ݋ ଷݏ + ଶݏ7.08 + ݏ10.56 + 0.8 + ܭ = 0 

The Routh-Hurwitz arrary for this polynomial is  

S3         1                                           10.56 

S2         7.08                                      0.8+K 

S1         (73.965-K)/7.08                       0 

S0          0.8+K                                      0 
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From s1 row it is seen that for system stability K must be less than 73.965 and from s0 row K 
must be greater than -0.8. 

Since K= 1/R , for control system stability R must be R> 1/73.965   or R>0.0135. 

The auxiliary equation from the s2 row is 7.08s2 + 74.765 = 0 (For K = 73.965 )  

Or, s = ± j3.25 

For R= 0.0135 the system has conjugate poles on the jω axis and the system will be marginally 
stable. So for stable operation of the system the value of R must be greater than 0.0135. 

Using MATLAB, the performance curve of LFC block is shown in Fig. 3.7. 

 Figure 3.7: Frequency deviation step response for LFC (normal operating condition) 

3.3 Automatic Generation Control (AGC) 

When the load of the system is increased, the governor cannot adjust the input of the steam to 
the new load immediately whereas the turbine speed drops. The error signal becomes smaller 
with the reduction of the change of speed and the position of the governor fly-balls gets closer 
to the point required to maintain a constant speed. However, the constant speed will not be the 
set point, and there will be an offset. An integrator can solve the problem by restoring the 
speed or frequency to its nominal value.  
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The integral unit monitors the average error over a period of time and will overcome the 
offset. Thus, as the system load changes continuously, the generation is adjusted automatically 
to restore the frequency to the nominal value. This scheme is known as the Automatic 
Generation Control (AGC). AGC is nothing but LFC with parallel combination of integral 
controller. In Fig. 3.8, various functional parts of AGC are shown. 

 

Figure 3.8: The AGC control system block diagram [52]. 

3.3.1 Integral Controller with LFC  

With the primary LFC loop, a change in the system load will result in a steady-state frequency 
deviation, depending on the governor speed regulation. In order to reduce the frequency 
deviation to zero, a rest action must be provided. The rest action can be achieved by 
introducing an integral controller to act on the load reference setting to change the speed set 
point. The controller increases the system type by 1 which forces the final frequency deviation 
to zero. The integral controller gain KI must be adjusted for a satisfactory transient response.  

The difference between primary LFC loop and AGC can be easily determined from their 
performance curves. To draw the performance curves same assumptions that were considered 
in LFC loop are used in Fig. 3.9 also.  
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Figure 3.9: Frequency deviation step response for AGC (normal operating condition) 

3.4 Summary 

This chapter discusses the mathematical modeling and performance curves of LFC and AGC 
with their block diagram in detail. From their performance curves, it is noticeable that the use 
of integral controller with primary LFC loop, the frequency deviation can be reduced to zero 
with proper selection of integral controller gain KI. 
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CHAPTER IV 
 
 

Enhancement of Damping Performance using STATCOM 
 
 
4.1 Introduction  
The continued growth in demand for electric power can be met by increased loading of 
available power lines that leads to a poorly damped power oscillations between generators. 
With the evolution of power electronics, flexible AC transmission systems (FACTS) 
controllers have created the scope to improve power oscillations damping by controlling the 
power flow over the AC transmission line.  
 
4.2 Voltage Stability Assessment 
 
4.2.1 System Model 
 
 

 
Figure 4.1: WSCC 9-bus test system. 

In this thesis, the Western System Coordinating Council (WSCC) 9-bus test system shown in 
Fig.4.1 is used. The test system data is given in the Appendix A. Bus 1 is considered as slack 
bus. Two synchronous generators which supply a real power output of 1.63 pu and 0.85 pu are 
connected at bus 2 and bus 3, respectively. The system has 3-loads connected at bus 5, bus 6 
and bus 8. Generators are modeled as PV bus. Figure 4.2 shows the block parameters of pi 
model of the tansmission line connecting bus 7 and 8. The PV bus parameters for G2 is shown 
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in Fig. 4.3. As FACTS device, a static var compensator (SVC) and a static synchronous 
compensator (STATCOM) are used in the analysis [37]. 

 

 

 

Figure 4.2: Transmission line parameters. 
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Figure 4.3: PV bus parameters. 

 

4.2.2 Static Voltage Stability Analysis 

A load flow study for the considered test system is conducted using Newton-Raphson method 
[46].  The bus voltage of the system without FACTS (base case) is shown in Fig.4.4. From this 
Figure it can be seen that the bus 5 has the lowest voltage magnitude compared to other buses. 
To analyze the static voltage stability generally power-voltage (P-V) curves are used which 
determine the maximum loading limit of a system [2]. Here, this curve has been produced by 
using a series of power flow solutions using power system analysis toolbox (PSAT) for 
different load levels. Initially, a SVC and a STATCOM of same the capacity is connected at 
bus 8 separately for a comparative analysis.  
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Figure 4.4: Bus voltages of the system. 

The variations in load bus voltages with the loading factor are obtained and summarized in 
Table 4.1 from which it can be seen that a FACTS device can improve the maximum loading 
point (MLP) of the system. The base case P-V curve for all the buses is shown in Fig. 4.5. The 
improvement in the MLP for the connection of a FACTS device can be easily visualized from 
Figures 4.6 and 4.7.  

A STATCOM has superior performance in improving MLP of the system due to its inherent 
control capability. For this reason, the rest of the analysis of this thesis is carried out with a 
STATCOM. 

Table 4.1: MLP with and without FACTS device 

Name of FACTS device Maximum loading point (MLP), (pu) 

Base case 2.6407 

SVC 2.7323 

STATCOM 2.9030 
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Figure 4.5: P-V curve without FACTS device. 

 

 

Figure 4.6: P-V curve with SVC installed at bus 8. 
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In order to investigate the impact of location of FACTS on the network, a STATCOM is 
placed in different load buses; and MLP and power losses are calculated for each case. From 
Table 4.2, it can be seen that the connection of a STATCOM at the weakest bus increases the 
MLP and power loss compared to its connection at other load buses. As the weakest bus in a 
system requires the most reactive power, placing a STATCOM at this bus can improve loading 
margin the most.  

Table 4.2: MLP and power loss for connection of STATCOM at different load buses 

Load bus no. MLP (pu) Power loss (pu) 

Bus 5 3.4477 0.04497 

Bus 6 2.6651 0.04618 

Bus 8 2.9086 0.04587 

 

Therefore, to reduce the possibility of voltage collapse and power loss, the weak bus is the 
best choice to install an expensive FACTS device. The voltage profile of the system with a 
STATCOM connected at bus 5 is shown in Fig. 4.8 from which it can be seen that the 
installation of STATCOM at the weakest bus improves the voltage profile of the system 
significantly compared to the base case. 

 

Figure 4.7: P-V curve with STATCOM installed at bus 8. 
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Figure 4.8: Bus voltages of the system with and without STATCOM (base case). 

 
4.3 Damping of Oscillation 
 
4.3.1 System description 

 
Figure 4.9: IEEE 14-bus test system [37]. 

A single line diagram of the IEEE 14-bus test system considered in this work is shown in Fig. 
4.9 [37]. It consists of two synchronous generators with IEEE type-1 exciters and three 
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synchronous compensators. All the loads are considered as constant impedance loads and 
mechanical inputs to the generators are assumed to be constant. A sixth order model of the 
synchronous generator is used for the analysis. The test system data is given in Appendix B. 

The equations governing the generator dynamics are given below [37]. 

 

ߜ̇ = ߱)௕ߗ − 1)                        (4.1) 

߱̇ = ௠݌) − ௘݌ ߱)ܦ− −  (4.2)         ܯ/((1

݁̇′௤ = (− ௦݂൫e′୯൯ − ቆxୢ − xᇱୢ −
୘ᇲᇲౚ౥୶ᇲᇲౚ
୘ᇲᇲౚ౥୶ᇲౚ

(xୢ − xᇱୢ)ቇ iୢ + ቀ1− ୘ఽఽ
୘ᇲౚ౥

ቁ v୤)/ܶ′ௗ௢   (4.3) 

݁̇′ௗ = (e′ୢ) − ቆx୯ − xᇱ୯ −
୘ᇲᇲ౧౥୶ᇲᇲ౧
୘ᇲᇲ౧౥୶ᇲ౧

൫x୯ − xᇱ୯൯ቇ i୯/ܶ′௤௢      (4.4) 

݁′̇′௤ = ൫−e′′୯ + e′୯൯ − ቆx′ୢ − x′ᇱୢ + ୘ᇲᇲౚ౥୶ᇲᇲౚ
୘ᇲౚ౥୶ᇲౚ

(xୢ − xᇱୢ)ቇ iୢ + ቀ1− ୘ఽఽ
୘ᇲౚ౥

ቁ v୤)/ܶ′′ௗ௢  (4.5) 

݁′̇′ௗ = (−e′′ୢ + e′ୢ) − ቆx′୯ − x′ᇱ୯ + ୘ᇲᇲ౧౥୶ᇲᇲ౧
୘ᇲ౧౥୶ᇲ౧

൫x୯ − xᇱ୯൯ቇ i୯/ܶ′′௤௢    (4.6) 

The electric power, ݌௘ = ൫ݒ௤ + ௔݅௤൯݅௤ݎ + ௗݒ) +  ௔݅ௗ)݅ௗ                (4.7)ݎ

 

The algebraic constants are as follows: 

0 = ௤ݒ + ௔݅௤ݎ − ݁′′௤ +  ௗ݅ௗ         (4.8)′′ݔ

0 = ௗݒ + ௔݅ௗݎ − ݁′′ௗ +  ௤݅௤         (4.9)′′ݔ

where, fn refers to frequency, ra armature resistance, ݔ′′ௗ, ݔ′ௗ, and ݔௗ are the direct axis sub-
transient, transient and synchronous reactance, respectively, ݔ′′௤, ݔ′௤, and ݔ௤ are the 
quadrature axis sub-transient, transient and synchronous reactance, respectively, ܶᇱᇱௗ௢, ܶᇱௗ௢ 
are the d-axis open circuit sub-transient and transient time constant, respectively, Tᇱᇱ

୯୭, Tᇱ
୯୭ 

are the q-axis open circuit sub-transient and transient time constant, respectively, M inertia 
constant, D damping coefficient, Ωb base frequency in rad/s, ω rotor speed, TAA is d-axis 
additional leakage time constant, vf excitation voltage, pm mechanical power input, pe output 
electrical power, iq and iq are the d-axis and q-axis current, respectively. All the values of 
model parameters are given in Appendix C. Fig. 4.10 shows the model parameters of generator 
connected at bus 2. 
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Figure 4.10: Model parameters of generator connected at bus 2. 

 

A STATCOM is used as a Flexible AC Transmission System (FACTS) device in this analysis 
(Fig. 2.4).This STATCOM is equipped with a power oscillation damping (POD) controller as 
shown in Fig. 4.11 which contains gain, wash-out and compensator blocks. 
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Figure 4.11: STATCOM with POD controller 

4.3.2 Static and Dynamic Analysis  

To analyze the static voltage stability generally real power-voltage (P-V) or reactive power-
voltage (Q-V) curves are used which determine the maximum loading limit of a system [2], 
[53]. Here, P-V curve has been produced by using a series of power flow solutions 
(continuation power flow) using power system analysis toolbox (PSAT) in MATLAB 
environment for different load levels. 

 

Figure 4.12: Loading parameter-voltage curve under base case. 

The variations in load bus voltages with the loading factor are obtained and plotted in Fig. 
4.12 from which it can be observed that bus-14 is the weakest bus of this network. In this 
thesis, a STATCOM is installed at bus-14 to enhance the static voltage stability of the system. 

Next, to understand the inherent dynamics of the system, the test system is linearized and 
eigenvalues are calculated without STATCOM connection. The linearized system can be 
represented by the following equations [2]: 
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ݔ∆  = ݔ∆ܣ +  (4.10)                                          ݑ∆ܤ

ݕ∆  = ݔ∆ܥ +  (4.11)            ݑ∆ܦ

where, A represents system matrix, B represents input matrix, C represents output matrix, x 
represents states, y represents output and u is the input. 

The transfer function of a system can be written as 

(ݏ)ܩ = ୼௬(௦)
୼௨(௦)

= ܫݏ)ܥ −  (4.12)                                  ܤଵି(ܣ

The eigenvalues of a matrix are given by the values of the scalar parameters λ for which there 
exist non-trivial solutions (i.e., other than ϕ=0) to the equation 

߶ܣ =  (4.13)                                                                      ߶ߣ

To find the eigenvalues, the above equation may be written in the form 

ܣ) − ߶(ܫߣ = 0                                                        (4.14) 

Characteristic equation, det(ܣ − (ܫߣ = 0  , where λ is the eigenvalue of A. 

For a complex pair of eigenvalues, ߣ௜ = ௜ߪ ± ݆߱௜ , the frequency of oscillation is given by 

݂ = ఠ
ଶగ

                                                                                (4.15) 

The damping ration is given by 

ߦ = ିఙ
√ఙమାఠమ                                                                        (4.16) 

For any eigenvalue ߣ௜, the n-column vector ߶௜ which satisfy equation (4.6) is called is called 
the right eigenvector of A.  

௜߶ܣ   =  ௜߶௜ , i=1,2,…,n                                                   (4.17)ߣ

Similarly, the n-row vector  ߰௜ which satisfies 

 ߰௜ܣ =  ௜߰௜, i=1,2,…,n                                                            (4.18)ߣ

is called the left eigenvector. 

The element ௞ܲ௜ = ߶௞௜߰௜௞  is termed as paricipation factor. It is a measure of the relative 
participation of the kth state variable in the ith mode and vice versa. 

G(s) can be expanded in partial fractions of the Laplace transform of y, in terms of C and B 
matrices and the left and right eigenvectors as [2]: 
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(ݏ)ܩ   = ∑ ஼థ(:,௜)ట(௜,:)஻
(௦ିఒ೔)

௡
௜ୀଵ = ∑ ோ೔

(௦ିఒ೔)
௡
௜ୀଵ                         (4.19) 

Here, ܴ௜ is called residue of mode i which gives the measure of that mode’s sensitivity to a 
feedback between the output y and input u. 

When applying the feedback control H(s), eigenvalues of the initial system G(s) are changed 
and the shift of an eigenvalue is calculated by: 

   Δߣ௜ = ܴ௜ܪ(ߣ௜)                                                                  (4.20) 

It is found that the system has a pair of eigenvalue at -0.04654±8.1151 which is the critical 
mode of this system. Table 4.3 shows the participation factors of the dominant states 
associated with this mode, where e1q_Syn_1 and vf_Exc_1 represents the quadrature axis 
voltage of synchronous machine 1 and voltage of the exciter 1, respectively; delta_Syn_1 and 
omega_Syn_1 represents the angle and speed of the generator 1, respectively. This mode has a 
damping ratio of 0.57%. It is known that the minimum damping requirements for reliable 
operation of power system is 5%. 

 

Table 4.3: Critical mode of the considered system 

Critical 
mode 

Dominant States 
and 

participation factor 

Damping 
ratio 
(%) 

 
-0.04654±8.1151 

e1q_Syn_1=0.22377, vf_Exc_1=0.17139 
delta_Syn_1=0.04332,omega_Syn_1=0.04332 

 

 
0.57 
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Figure 4.13: Bus voltages of IEEE 14-bus test system under disturbance. 

To test the dynamic performance of the system, the line between bus 2 and bus 4 is 
disconnected at 1s. Fig. 4.13 shows the bus voltage profile of the system from which it can be 
seen that the system suffers from low frequency oscillations. The real power of the 
sysnchronous generator is shown in Fig. 4.14. In this analysis, mechanical input to the 
generator is kept constant. It can be seen from Fig. 4.14 that the system has large oscillations 
in its output power. 

 
Figure 4.14: Mechanical input power and electrical output power of synchronous generator 1. 
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4.3.3 Proposed Methodology  

To solve the above problems, a STATCOM is connected and linear analysis is carried out. It is 
found that it cannot improve the damping ratio to the acceptable level. Therefore, a POD 
controller is equipped with it based on the line active power measurement from bus 1. The 
transfer function of the POD controller is given below [54]. 
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where, the phase angle comp shows the compensation angle needs to move the eigenvalue 

direct to the left parallel with the real axis. wT , ldT and lgT are the time constant of the wash-

out, lead and lag block, respectively, desi,  is the desired eigenvalue, )arg( iR is the phase angle 

of the residue iR , i , cm  and K is the frequency of the mode of oscillation in rad/s., number 
of compensation stages and the controller gain, respectively. In this paper, number of 
compensation stages are 2. The implemented model of the IEEE 14-bus test system is shown 
in Fig 4.15.  
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Figure 4.15: Implemented PSAT model of IEEE 14-bus test system with STATCOM and POD 

controller. 

 

The overall design step is described below: 

Step1: Run continuation power flow routine and identify the weakest bus of the system. 

Step2: Find the eigenvalues of the system and observe the oscillatory modes. 

Step3: Place a STATCOM in the weakest bus. 

Step4: Perform linear analysis and identify the critical eigenvalue (λi). 

Step5: Calculate residue (Ri), Tld and Tlg. 

Step6: Select washout time constant which is in the range of 5-10s. 

Step7: Determine constant K from equation (4.25) 
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Figure 4.16: Bus 1 Voltage 

For this test system, |Ri|=0.66, Tld=0.0508, Tlg=0.298 , Tw=5 and the constant gain K is 0.40. 
The desired eigenvalue is -0.7216±8.1151 which has a damping ratio of 8.8%. 

For a comparative purposes, the system is also simulated with the conventional PSS [37] 
which is usually used to improve the damping of oscillatory mode. The voltage profile of the 
test system at bus 1 without damping controller, PSS and with the proposed damping 
controller is shown in Fig. 4.16 from which it can be clearly observed that the proposed 
control scheme damps the oscillations quickly. It has also less overshoot compared to the 
system with conventional PSS. The dominant eigenvalue of the system with the proposed 
controller is -0.6402±7.6527 with a damping ratio 8.3% which is greater than the minimum 
limit (5%). 

 

4.4 Summary 

This chapter describes the assesment of power system static viltage stability with FACTS 
devices and the improvement of oscillation damping using STATCOM.  A STATCOM 
performs better than an SVC not only to ensure static voltage stability of the power system but 
also to enhance oscillation damping performance significantly when equipped with a POD 
controller.  

 

0 5 10 15
1.05

1.06

1.07

1.08

1.09

1.10

V
ol

ta
ge

 (p
u)

Time (s)

 No controller
 Conventional PSS
 Proposed controller



47 
 

 

CHAPTER V  

 

Frequency Stability Improvement during Cyber-Attack 

 

5.1 Introduction 

Load of a power station is always varying in nature. The frequency of the alternator changes 
with the change in load of a power station. The frequency sensor senses the system frequency 
and according to the signal from frequency sensor the LFC sets the prime mover speed to 
compensate the system frequency. In this work, speed regulation is identified as the vulnerable 
quantity. Malfunctioning of the governor speed regulator due to cyber-attack causes the speed 
of the prime mover out of control and results in making the system frequency unstable. 

For proper operation of AGC, appropriate value selection of integral controller gain (KI) is 
important. Improper selection of the value of KI leads to malfunction of governor to set 
appropriate point to restore the system frequency. This thesis work identifies KI as the other 
vulnerable quantity of cyber- attack. Any change of KI due to unauthorized access to AGC 
loop may cause the system frequency oscillation which disturbs the system stability.     

In this work, cyber-attack is classified into two types, one is positively biased attack and the 
other one is negatively biased attack depending on the affected value of speed regulation (R) 
and integral controller gain (KI).                        

5.2 Cyber-Attack Impact on LFC 

For stable operation of power system proper operation of LFC is important. However, it may 
be vulnerable due to cyber-attack.  

 

Figure 5.1: Equivalent block diagram of LFC 
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It is assumed first that the control system is not attacked by unauthorized people. In this 
condition if sudden load change (load increases) occurs, the system frequency will fall below 
the nominal frequency for a short instant of time. The frequency sensor senses the fall of the 
system frequency and sends signals to the LFC for proper speed regulation. According to the 
signals from frequency sensor the LFC sets the governor speed regulation to compensate the 
prime mover speed and stables the system frequency. It will possible only for the proper 
setting of the governor speed regulation.  

Due to cyber-attack, LFC may not be able to set the regulation properly and if this occurs then 
the system frequency will oscillate and make the system unstable.  

 Figure 5.2: System Frequency deviation under different values of speed regulation. 

The stable limit of speed regulation (R) can be derived from the characteristic equation of LFC 
loop using Routh-Hurwitz array. The simplified block diagram [52] of LFC system is shown 
in Fig. 5.1. 

   
∆Ω(s)
−∆P୐(s) =

(1 + τ୥s)(1 + τ୘s)
(2Hs + D)൫1 + τ୥s൯(1 + τ୘s) +  1

Rൗ
   (5.1) 

This thesis considers an islanded power station that has the following parameters with 250MW 
turbine output power at a nominal frequency of 50Hz and a sudden load change of 50MW 
[52]. 

From equation (5.1), using the power system parameters of Table 5.1and Routh-Hurwitz array, 
the stability limit of speed regulation is obtained as R> 0.0135 (Art. 3.1.6). 
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Table 5.1: Power system parameters 

Parameter Value 
Turbine time constant (τT) 0.2 sec 

Governor time constant (τg)  0.5 sec 
Generator inertia constant (H) 5.0 sec 

Variation of load for 1% change in frequency (D) 0.8  
 

From Fig. 5.2 it is seen that when R=0.05, the system frequency deviation is in stable 
condition. So for stable operation of this power station the set value of R should be 0.05. The 
Matlab code for Fig. 5.2 can be found in Appendix D.1. Any deviation from this set value 
results the system frequency deviation unstable. The instability of system frequency deviation 
makes the governor incapable of compensating the frequency deviation i.e. the system 
frequency will not be restored in case of sudden load change. The deviation of speed 
regulation from set value is due to cyber- attack on LFC (Unauthorized access to the control of 
LFC).  

5.2.1 Result of Positively Biased Attack 

Positively biased attack is caused when the value of speed regulation increases due to cyber-
attack. From Fig. 5.3, it is clear that in case of positive bias the system frequency can be 
restored without disturbing the stability of the system frequency. But too much deviation of 
system frequency may allow the governor to take more time to set the desired position to 
restore the system frequency.  

Figure 5.3: Frequency deviation in case of positively biased attack. 
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5.2.2 Result of Negatively Biased Attack 

The decreasing of speed regulation value due to cyber-attack is termed as negative biased 
attack. Due to attack, if the speed regulation value falls below the stable condition (R>0.0135), 
the frequency deviation will be oscillating in nature and governor fails to restore the system 
frequency as shown in Fig. 5.4. Hence, negatively biased cyber-attack is the major challenge 
for engineers to maintain the system frequency in stable condition during sudden change of 
load of the system. The Matlab code for Fig. 5.3 and Fig. 5.4 can be found in Appendix D.2 
and Appendix D.3 respectively. 

 

Figure 5.4: Frequency deviation in case of negatively biased attack. 

5.3 Cyber-Attack Impact on AGC 

With the primary LFC loop, a change in the system load will result in steady state frequency 
deviation, depending on governor speed regulation. The primary LFC loop takes a 
considerable time to restore system frequency that is not allowable. In order to reduce the 
frequency deviation to zero a modification is needed to LFC. The modification can be 
achieved by introducing an integral controller to act on the load reference setting to change the 
speed set point. The integral controller increases the system type by 1 which forces the final 
frequency deviation to zero.  

The LFC system, with the addition of secondary loop (integral controller) is the Automatic 
Generation Control (AGC). The integral controller gain KI must be adjusted for satisfactory 
transient response. The addition of integral controller in parallel with LFC allows the governor 
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to set appropriate point to increase speed of turbine in case of sudden load rise and to restore 
the system frequency quicker than primary LFC loop.   

Appropriate value of KI is determined using the characteristics equation of AGC loop. The 
equivalent diagram [52] of AGC is shown in Fig. 5.5, from which the closed loop transfer 
function is obtained. 

 

Figure 5.5: The equivalent block diagram of AGC 

The closed loop transfer function of the control system shown in Fig. 5.5 is 

∆Ω(s)
−∆P୐(s) =

(1 + τ୥s)(1 + τ୘s)
(2HS + D)൫1 + τ୥s൯(1 + τ୘s) + K୍ +  s Rൗ

   (5.2) 

Fig. 5.6 shows the frequency deviation step response to determine the right value of KI at 
which frequency deviation is zero. Its Matlab code is shown in Appendix D.4.       

 

Figure 5.6: Frequency deviation step response for different values of KI. 

0 2 4 6 8 10 12
-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

t,sec

Fr
eq

ue
nc

y 
D

ev
ia

tio
n(

H
z)

frequency deviation step response

 

 

ki=4
ki=7
ki=10
ki=15



52 
 

From the above figure it is seen that for KI=7 the deviation comes to zero position quicker than 
the other KI values. That is why we can chose KI=7 for proper operation of AGC. 

The attack on AGC may lead to the malfunctioning of AGC that causes the system frequency 
deviation from nominal frequency and also makes the oscillation of frequency deviation. 
Seriousness of the effect of attack depends on the type of attack (positive biased or negative 
biased). This work defines the rise of the value of KI as positively biased attack and the falling 
down of the value of KI as negatively biased attack. 

5.3.1 Positively Biased Attack 

Unauthorized access to AGC control may lead to the system frequency deviation and 
sometimes make the deviation oscillating in nature. If the system frequency deviation is 
unstable, it will be impossible for governor to restore the system frequency. Moreover the 
attack on AGC may cause unwanted delay to restore system frequency.  

 

Figure 5.7: Frequency deviation due to positively biased attack. 

In Fig. 5.7, the effect of positively biased attack on AGC is shown and the red curve is the set 
value under unaffected condition. The yellow curve means that there is slight frequency 
deviation from the set condition (Red curve). This leads to unwanted delay to restore the 
system frequency. The blue curve indicates that the frequency deviation is slightly oscillating 
in nature.  

The oscillation of the frequency deviation leads to the instability of system frequency. Due to 
this oscillation, the governor will fail to set the appropriate point to restore the system 
frequency. The deviation of oscillation in green curve is higher that indicates serious attack on 
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AGC and the governor will no longer be able to restore the system frequency. More the 
positive biased attack is occurred, more serious the impact on system frequency is appeared.  

5.3.2 Negatively Biased Attack 

The seriousness of the attack on AGC depends on the type of attack. Negatively biased attack 
means the falling down of the value of KI from the set value due to unauthorized access to 
AGC system. This attack may oppose the objectives of the use of integral controller with 
primary loop of LFC to obtain AGC system to reduce the frequency deviation to zero. The 
result of negatively biased attack on AGC is shown in Fig. 5.8. 

The primary LFC control loop is modified to form AGC to reduce the frequency deviation to 
zero. From Fig. 5.8 it is clear that due to negative biased attack, frequency is deviated from 
nominal frequency. 

Figure 5.8: Frequency deviation due to negatively biased attack. 

It leads to the unwanted delay of restoring the system frequency. Negative biased attack on 
AGC is not so serious like positive one because it does not make the frequency deviation 
oscillating in nature. Appendix D.5 and Appendix D.6 describes the Matlab code of Fig 5.7 
and Fig. 5.8. Impact of cyber attack on LFC and AGC of a power station is summarized in Fig. 
5.9. 
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Figure 5.9: Cyber attack impact on LFC and AGC at a glance. 
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5.4 Mitigation of Frequency Disturbance 
 
5.4.1 Effect of Sudden Load Change 
 
When the load of an alternator is changed, the speed of the prime mover also changes 
accordingly maintaining Lenz’s law. If the load increases, the speed of the prime mover 
decreases and vice versa.  

 

Figure 5.10: Frequency deviation step response (sudden load decrease).  

 

Figure 5.11: Frequency deviation step response (sudden load increase). 
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The speed-frequency relationship is related to the following equation 

݂ =
ܰܲ
120 

Where, f = electrical frequency of generator, in Hz 
P = number of poles in generator 
N = speed of the prime mover, in rev/min  
 
When the load of a generating station increases suddenly, the generators need to supply more 
power to load and so the speed of the prime mover drops causing a drop in frequency as well. 
But this drop of frequency is not allowed for maintaining the system stability. The change of 
frequency with the change of load is shown in Fig. 5.10 and Fig. 5.11. The code is given in 
Appendix D.7 and Appendix D.8. 

This rise or drop of frequency is not allowed for maintaining the system stability. The sudden 
deviation of frequency should be recovered as soon as possible. This task is performed by the 
governor setting. The governor is capable of restoring the system frequency by increasing or 
decreasing the fuel supply if the frequency deviation is stable (sudden rising or falling). 
However, if the frequency deviation is not stable (oscillating in nature), then governor will 
fail. The unstable condition of frequency deviation is shown in Fig. 5.12. Appendix D.9 
describes the Matlab code of Fig. 5.12.  

  

Figure 5.12: Unstable frequency deviation (after cyber-attack). 

5.4.2 Proposed Solution 

The frequency disturbance caused by cyber-attack may collapse the whole system stability. A 
solution is proposed in Fig. 5.13 to reduce the oscillating frequency deviation by connecting a 
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three input switch in the feedback path of LFC block.  

 

Figure 5.13: LFC with a three input switch. 

The mathematical description of the switch is given below. 

ܵ.ܲ = ൜U1,                   U2 ≥  threshold
U3,                                           else                                                                                  (5.3) 

where, S.P = Switch passing terminal, U1 = Input terminal 1,  U2 = Input terminal 2, U3 = 
Input terminal 3. 

 

Figure 5.14: Switch properties [40]. 
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The switch can mitigate the instability of frequency deviation caused by cyber-attack during 
sudden load change.  The switch property is shown in Fig. 5.14. 

From Fig. 5.4, it is seen that as the value of R decreasing from 0.05(1/R=1/.05=20), the 
frequency deviation is moving towards instability. That is why threshold value is chosen as 
(1/R=1/.04) 25, for injecting the set value after cyber-attack. The attack may be occurred due 
to unauthorized access to control system and also by injecting bad data to the system. When 
the value at input terminal 2 is greater than the threshold value that means R is less than 0.04 
then the system tends to become unstable.  
 
At this moment the switch activates the input terminal 1 to forcely inject the set value to 
achive system stability. When the input value at terminal 2 is less than the threshold , it seems 
that the system is stable and the switch allows input 3. Fig. 5.15 clearly represents the 
deviation of frequency during cyber attack before and after using the switch. Due to sudden 
load increase, the frequency deviates without any switch during the attack. Whereas, using the 
proposed switch the deviation of frequency can be minimized significantly.   
 

 

Figure 5.15: Frequency deviation before and after using the switch during cyber-attack 
(sudden load increase and decrease) 

5.5 Summary 

The frequency deviation and oscillation of power systems are shown as the impact of cyber-
attack on an islanded power station during sudden changes of load in this chapter. Depending 
upon the nature of cyber-attack (positive biased attack or negative biased attack) simulation 
curves are develped and a solution method is proposed to make the system stable.  
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CHAPTER VI 
 
 

Conclusion and Future Work 
 

 

6.1 Contributions 
 
To enhance the system stability and to reduce the possibility of voltage collapse, electrical test 
systems are analyzed through simulation process using PSAT (Power System Analysis 
Toolbox) in MATLAB. Different implementations of the control schemes utilizing proposed 
approach are examined and the most promising results are presented as follows: 
 

 Voltage stability assessment of the WSCC 9-bus test system with STATCOM and 
SVC is investigated. The results show that a STATCOM provides higher voltage 
stability margin than a SVC.  

 
 The reactive power support from the FACTS devices depends on the proper placement 

of the FACTS devices in the network. The power loss of the system is also improved if 
FACTS devices are used in the appropriate location. As the weakest bus requires 
highest reactive power, the proposed approach suggests placing the FACTS device at 
the weakest bus of the network. So, a STATCOM is installed at the weakest bus of the 
network that improves the power loss and static voltage stability of the system.  

 
 Although a STATCOM improves the static voltage stability of the system, it is not 

always suitable for damping the oscillatory mode of the system. The small-signal 
stability assessment of IEEE 14-bus test system is conducted and a supplementary 
controller is designed using the real power deviation as input signal. The result shows 
that the proposed controller can enhance the damping performance of the system. It 
proves that a supplementary control law can be applied to existing devices to improve 
the dynamic performance of the system. 
 

 The impact of cyber-attack is analyzed on LFC and AGC by considering their 
individual set value or stable limit parameter which can be a suitable means of cyber-
attack. Positive biased attack on LFC causes the system frequency falls down but 
comes to stable condition quickly. Whereas it develops serious oscillation in frequency 
on AGC that makes the governor unable to set the appropriate point to restore system 
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frequency.  For AGC, negative biased attack is not as serious as like positive one but 
frequency deviates highly with little oscillation in LFC.  
 

 Proper connection of a three input switch in the feedback loop of LFC and appropriate 
assumption of its threshold value can efficiently mitigate the frequency disturbance of 
cyber hazard.  

 
6.2 Future Work 
 
Based on the work presented in this thesis, future research studies can be carried out in a 
number of aspects: 
 

 Determining the optimum size of a STATCOM through static and dynamic analysis. 
 

 To develop a robust damping controller for mitigating lightly-damped electro 
mechanical inter-area oscillations. 

 
 Developing frameworks to identify cyber physical system vulnerabilities and 

determining the way of self- healing process to ensure cyber security of the control 
system against unauthorized access.  
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Appendix A 

 

 

Test system data of WSCC 9-bus test system is given in Table A.1. 

Table A.1: Data of WSCC 9-bus system 

Line 
no. 

From bus 
- To bus 

Resistance, 
R (pu) 

Reactance, 
X (pu) 

Susceptance, 
B (pu) 

1 7 - 8 0.0085 0.072 0.149 

2 6 - 9 0.039 0.170 0.358 

3 5 - 7 0.032 0.161 0.306 

4 4 - 5 0.01 0.085 0.176 

5 4 - 6 0.017 0.092 0.158 

6 8 - 9 0.0119 0.1008 0.209 
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Appendix B 

 

 

The line and load data of IEEE 14-bus test system is given in Table B.1 and Table B.2 
respectively [56].  

 

Table B.1: Line data of IEEE 14-bus test system 

From bus - 
To bus 

Line 
charging (pu) 

Tap 
ratio 

Resistance,  
(pu) 

Reactance,  
(pu) 

1-2 0.0528 1 0.01938 0.05917 

1-5 0.0492 1 0.05403 0.22304 

2-3 0.0438 1 0.04699 0.19797 

2-4 0.0374 1 0.05811 0.17632 

2-5 0.034 1 0.05695 0.17388 

3-4 0.0346 1 0.06701 0.17103 

4-5 0.0128 1 0.01335 0.04211 

4-7 0.00 0.978 0.00 0.20912 

4-9 0.00 0.969 0.00 0.55618 

5-6 0.00 0.932 0.00 0.25202 

6-11 0.00 1 0.09498 0.1989 

6-12 0.00 1 0.12291 0.25581 

6-13 0.00 1 0.06615 0.13027 

7-8 0.00 1 0.00 0.17615 

7-9 0.00 1 0.00 0.11001 

9-10 0.00 1 0.03181 0.08450 

9-14 0.00 1 0.12711 0.27038 

10-11 0.00 1 0.08205 0.19207 

12-13 0.00 1 0.22092 0.19988 

13-14 0.00 1 0.17093 0.34802 
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Table B.2: Load data of IEEE 14-bus test system 

Bus 
no.  

Pload 

(pu) 
Qload 
(pu) 

1 0.00 0.00 

2 0.2170 0.1270 

3 0.9420 0.1900 

4 0.4780 0.00 

5 0.0760 0.0160 

6 0.1120 0.0750 

7 0.00 0.00 

8 0.00 0.00 

9 0.2950 0.1660 

10 0.0900 0.0580 

11 0.0350 0.0180 

12 0.0610 0.0160 

13 0.1350 0.0580 

14 0.1490 0.0500 
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Appendix C 

 

 

Synchronous generator at bus1:  fn = 60 Hz, ra =0.001 pu, ݔ௜=0.2396 pu, ݔ′′ௗ=0.23 pu, 
 ,௤ =0.646 pu, ܶᇱᇱௗ௢=0.03sݔ ,௤= 0.646 pu′ݔ ,௤= 0.4 pu′′ݔ ,ௗ=0.8979 puݔ ,ௗ=0.6 pu′ݔ
ܶᇱௗ௢=7.4s, Tᇱᇱ

୯୭=0, Tᇱ
୯୭=0.033s, M =10.296s, D=2 pu.  

Excitation system: Ka=200, Ta=0.02s, Vmax=7.32 pu, Vmin=0. 

Synchronous generator at bus 2:  fn = 60 Hz, ra =0.0031 pu, ݔ௜=0, ݔ′′ௗ=0.13 pu, ݔ′ௗ=0.185 
pu, ݔௗ=1.05 pu; ݔ′′௤= 0.13 pu, ݔ′௤= 0.36 pu, ݔ௤=0.98 pu, ܶᇱᇱௗ௢=0.04s, ܶᇱௗ௢=6.1s, 
Tᇱᇱ

୯୭=0.099s, Tᇱ
୯୭=0.3s, M =13.08s, D=2 pu.  

Excitation system: Ka=20, Ta=0.02s, Vmax=4.38 pu, Vmin=0. 

Synchronous Condenser at bus3:  fn = 60 Hz, ra =0.0031 pu, ݔ௜=0, ݔ′′ௗ=0.13 pu, ݔ′ௗ=0.185 
pu, ݔௗ=1.05 pu; ݔ′′௤= 0.13 pu, ݔ′௤= 0.36 pu, ݔ௤=0.98 pu, ܶᇱᇱௗ௢=0.04s, ܶᇱௗ௢=6.1s, 
Tᇱᇱ

୯୭=0.099s, Tᇱ
୯୭=0.3s, M =13.08s, D=2 pu.  

Excitation system1: Ka=20, Ta=0.02s, Vmax=4.38 pu, Vmin=0. 

Synchronous Condenser at bu6:  fn = 60 Hz, ra =0.0014 pu, ݔ௜=0.134 pu, ݔ′′ௗ=0.12 pu, 
 ,௤=1.22 pu, ܶᇱᇱௗ௢=0.06sݔ ,௤= 0.715 pu′ݔ ,௤= 0.12 pu′′ݔ ;ௗ=1.25 puݔ ,ௗ=0.232 pu′ݔ
ܶᇱௗ௢=4.75s, Tᇱᇱ

୯୭=0.21s, Tᇱ
୯୭=1.5s, M =10.12s, D=2 pu.  

Excitation system1: Ka=20, Ta=0.02s, Vmax=6.81 pu, Vmin=1.395 pu. 

Synchronous Condenser at bus8:  fn = 60 Hz, ra =0.0014 pu, ݔ௜=0.134 pu, ݔ′′ௗ=0.12 pu, 
 ,௤=1.22 pu, ܶᇱᇱௗ௢=0.06sݔ ,௤= 0.715 pu′ݔ ,௤= 0.12 pu′′ݔ ;ௗ=1.25 puݔ ,ௗ=0.232 pu′ݔ
ܶᇱௗ௢=4.75s, Tᇱᇱ

୯୭=0.21s, Tᇱ
୯୭=1.5s, M =10.12s, D=2 pu.  

Excitation system1: Ka=20, Ta=0.02s, Vmax=6.81 pu, Vmin=1.395 pu. 

STATCOM parameters: Kr=50, Tr= 0.1s, imax=0.2 pu, imin=-0.2 pu 
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Appendix D 

 

 

D.1 Source code of frequency deviation step response for different values of governor 
speed regulation 

pl=0.2; 
t=0:.02:10; 
num1=[0.1 0.7 1]; 
dnum1=[1 7.08 10.56  20.8]; 
dnum2=[1 7.08 10.56  50.8]; 
dnum3=[1 7.08 10.56  74.87]; 
dnum4=[1 7.08 10.56  103.89]; 
Freq1= -pl*50*step(num1,dnum1,t); 
Freq2= -pl*50*step(num1,dnum2,t); 
Freq3= -pl*50*step(num1,dnum3,t); 
Freq4= -pl*50*step(num1,dnum4,t); 
plot(t,Freq1,'r');hold on; 
plot(t,Freq2,'y'); 
plot(t,Freq3,'b'); 
plot(t,Freq4,'g');hold off; 
legend('R=0.05','R=0.02','R=0.0135','R=0.0097'); 
xlabel('t,sec') 
ylabel('Frequency Deviation(Hz)') 
title('frequency deviation step response') 
grid on 
 

D.2 Source code for determining frequency deviation step response for LFC under 
positively biased attack condition 

pl=0.2; 
t=0:.02:10; 
R= 20.8; 
num1=[0.1 0.7 1]; 
dnum1=[1 7.08 10.56 R]; 
dnum2=[1 7.08 10.56  17.47]; 
dnum3=[1 7.08 10.56  15.09]; 
dnum4=[1 7.08 10.56  13.3]; 
Freq1= -pl*50*step(num1,dnum1,t); 
Freq2= -pl*50*step(num1,dnum2,t); 
Freq3= -pl*50*step(num1,dnum3,t); 
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Freq4= -pl*50*step(num1,dnum4,t); 
plot(t,Freq1,'r');hold on; 
plot(t,Freq2,'y'); 
plot(t,Freq3,'b'); 
plot(t,Freq4,'g');hold off; 
legend('R=0.05','R=0.06','R=0.07','R=0.08'); 
xlabel('t,sec') 
ylabel('Frequency Deviation(Hz)') 
title('frequency deviation step response') 
grid on 
 

D.3 Source code for determining frequency deviation step response for LFC under 
negatively biased attack condition 

pl=0.2; 
t=0:.02:10; 
num1=[0.1 0.7 1]; 
dnum1=[1 7.08 10.56  20.8]; 
dnum2=[1 7.08 10.56 34.13]; 
dnum3=[1 7.08 10.56  100.8]; 
dnum4=[1 7.08 10.56  111.91]; 
Freq1= -pl*50*step(num1,dnum1,t); 
Freq2= -pl*50*step(num1,dnum2,t); 
Freq3= -pl*50*step(num1,dnum3,t); 
Freq4= -pl*50*step(num1,dnum4,t); 
plot(t,Freq1,'r');hold on; 
plot(t,Freq2,'y'); 
plot(t,Freq3,'b'); 
plot(t,Freq4,'g');hold off; 
legend('R=0.05','R=0.03','R=0.01','R=0.009'); 
xlabel('t,sec') 
ylabel('Frequency Deviation(Hz)') 
title('frequency deviation step response') 
grid on 
 

D.4 Source code for determining frequency deviation step response for AGC 

pl=0.2; 
t=0:.02:12; 
ki1=4; 
ki2=7; 
ki3=10; 
ki4=15; 
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num=[0.1 0.7 1 0]; 
dnum1=[1 7.08 10.56 20.8 ki1]; 
dnum2=[1 7.08 10.56 20.8 ki2]; 
dnum3=[1 7.08 10.56 20.8 ki3]; 
dnum4=[1 7.08 10.56 20.8 ki4]; 
c1=-pl*50*step(num,dnum1,t); 
c2=-pl*50*step(num,dnum2,t); 
c3=-pl*50*step(num,dnum3,t); 
c4=-pl*50*step(num,dnum4,t); 
plot(t,c1,'r');hold on; 
plot(t,c2,'y'); 
plot(t,c3,'b'); 
plot(t,c4,'g');hold off; 
legend('ki=4','ki=7','ki=10','ki=15'); 
xlabel('t,sec') 
ylabel('Frequency Deviation(Hz)') 
title('frequency deviation step response') 
grid on 
 

D.5 Source code for determining frequency deviation step response for AGC under 
positively biased attack condition 

pl=0.2; 
t=0:.02:12; 
ki1=7; 
ki2=9; 
ki3=10; 
ki4=15; 
num=[0.1 0.7 1 0]; 
dnum1=[1 7.08 10.56 20.8 ki1]; 
dnum2=[1 7.08 10.56 20.8 ki2]; 
dnum3=[1 7.08 10.56 20.8 ki3]; 
dnum4=[1 7.08 10.56 20.8 ki4]; 
c1=-pl*50*step(num,dnum1,t); 
c2=-pl*50*step(num,dnum2,t); 
c3=-pl*50*step(num,dnum3,t); 
c4=-pl*50*step(num,dnum4,t); 
plot(t,c1,'r');hold on; 
plot(t,c2,'y'); 
plot(t,c3,'b'); 
plot(t,c4,'g');hold off; 
legend('ki=7','ki=9','ki=10','ki=15'); 
xlabel('t,sec'); 
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ylabel('Frequency Deviation(Hz)'); 
title('Frequency Deviation Step Response'); 
grid on 
 

D.6 Source code for determining frequency deviation step response for AGC under 
negatively biased attack condition 

pl=0.2; 
t=0:.02:12; 
ki1=7; 
ki2=4; 
ki3=3; 
ki4=2; 
num=[0.1 0.7 1 0]; 
dnum1=[1 7.08 10.56 20.8 ki1]; 
dnum2=[1 7.08 10.56 20.8 ki2]; 
dnum3=[1 7.08 10.56 20.8 ki3]; 
dnum4=[1 7.08 10.56 20.8 ki4]; 
c1=-pl*50*step(num,dnum1,t); 
c2=-pl*50*step(num,dnum2,t); 
c3=-pl*50*step(num,dnum3,t); 
c4=-pl*50*step(num,dnum4,t); 
plot(t,c1,'r');hold on; 
plot(t,c2,'y'); 
plot(t,c3,'b'); 
plot(t,c4,'g');hold off; 
legend('ki=7','ki=4','ki=3','ki=2'); 
xlabel('t,sec'); 
ylabel('Frequency Deviation(Hz)'); 
title('Frequency Deviation Step Response'); 
grid on 
 

D.7 Source code for determining frequency deviation step response under sudden 
load decrease 

pl=0.2; 
t=0:.02:10; 
num1=[0.1 0.7 1]; 
dnum1=[1 7.08 10.56  20.8]; 
Freq1= pl*50*step(num1,dnum1,t); 
plot(t,Freq1,'r'); 
xlabel('t,sec') 
ylabel('Frequency Deviation(Hz)') 
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title('frequency deviation step response') 
grid on 
 

D.8 Source code for determining frequency deviation step response under sudden 
load increase 

pl=0.2; 
t=0:.02:10; 
num1=[0.1 0.7 1]; 
dnum1=[1 7.08 10.56  20.8]; 
Freq1= -pl*50*step(num1,dnum1,t); 
plot(t,Freq1,'r'); 
xlabel('t,sec') 
ylabel('Frequency Deviation(Hz)') 
title('frequency deviation step response') 
grid on 
 
D.9 Source code for determining frequency deviation step response using switch in 
LFC loop under sudden load change 

pl=0.2; 
t=0:.02:10; 
num1=[0.1 0.7 1]; 
dnum1=[1 7.08 10.56  20.8]; 
dnum2=[1 7.08 10.56  100.8]; 
Freq1= -pl*50*step(num1,dnum2,t); 
Freq2= -pl*50*step(num1,dnum1,t); 
Freq3= pl*50*step(num1,dnum1,t); 
plot(t,Freq1,'r'); hold on 
plot(t,Freq2,'g'); 
plot(t,Freq3,'b');hold off 
legend('R=0.01(Before Using Switch,Load 
Increase)','R=0.01(After Using Switch,Load 
increase)','R=0.01( After Using Switch,Load Decrease)'); 
xlabel('t,sec') 
ylabel('Frequency Deviation(Hz)') 
title('frequency deviation step response') 
grid on  
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