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Abstract 

Recognizing human actions is an important issue in the computer vision community. 

Human action recognition becomes more challenging when variability areas such as, 

anthropometric variation, phase variation, speed variation, camera view variaticn, 

individual variations in appearance and clothes of people, changes in light and view point 

and so on. In this thesis, we propose a spatio-temporal silhouette representation, called 

silhouette energy image (SEl) and silhouette history image (SF11), to characterize motion 

and shape properties for recognition of humau movements such as, human actions, 

activities in daily life. We also proposed variable silhouette energy image for different 

variable situations. To address the variability in the recognition of human actions several 

parameters such as, anthropometry of person, phase (starting and ending state of action) 

speeds of the actions, camera observation (distance from camera, tilting motion and 

rotation of human body) and view variations are proposed. The SEI and Sill are 

constructed using the silhouette image sequence ofan action. The span or difference of the 

end time start time is used to make SF11. We extract the features based on geometrical 

shape moments. Using the features, we generate a unified description of model by learning 

(lie multi-class SVM for each action. Finally we recognize action using action model for 

any arbitrary image sequence. We tested our approach successfully in the indoor and 

outdoor environment. Our experimental results show that the proposed method is robust, 

flexible and efficient. 

.4 
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CHAPTER 1 

Inuction 

I lurnan action recognition has been running a fertile topic of study for several years and 

there exists a vast body of literature on the subject. It has potential application in video 

surveillance and monitoring, human-computer interaction, human robot interaction, model 

based compression, augmented reality etc. The existing methods of human action 

recognition can be categorized depending on the image state properties such as, motion 

based, shape based, gradient based etc. Researchers either used an explicit body shape 

model or did not use any body shape model for action recognition with and without human 

motion information. Our approach can be considered as a combination of shape and 

motion based representation without using any prior body shape mode!. 

The standard approach for human action recognition is to extract a set of features from 

each image sequence frame, and use these features to train classifiers and to perform 

recognition. Therefore, it is important to answer the following question. Which feature is 

robust for action recognition in critical conditions or varying environment? Usuafly, therc 

is no rigid syntax and well-defined structure for human action recognition available. 

Moreover, there are several sources of variability that can affect human action recognition, 

such as variation in speed, viewpoint, size and shape of performer, phase change of action, 

and so on. and the motion of the human body is non-rigid in nature. These characteristics 

make human action recognition as a more challenging and sophisticated task. Considering 

the above circumstances, we consider some issues that affect the development of model-., 

of action.-, and classifications, which are as follows: 

The trajectory of an action from different viewing directions is different; some of 

the body parts (part of hand, lower part of leg, part of body, etc.) are occluded clue 

to changes, which are shown in Fig. 1.1 [I 8] 



. An action can he viewed as a series of silhouette images of the human body (Fig. 

1.1(b)). The silhouette information involves no translation, rotation, and scaling. 

Moreover, the silhouette sequence ofan action is invariant to the speed. 

• Action can be viewed by the motion or velocity of human body parts (Fig. 1 . 1(e)). 

Simple action involves the motion of a small number of body parts and complex 

action involves the motion of a whole body. The motion is non-rigid in nature. 

• Human action depends on anthropometry, method of performing the action, phase 

variation (starting and ending time of the action), scale variation of an action, and 

6TOXIIN 

a b  

\t1JNI\ti 
• . Figure I . I : Representation of human action using shape and motion sequences with 

multiple views. (a) Multiple views variation of in action. (b) Shape sequences (walking., 

raising the right hand, and bowing). (c) Motion sequences (walking, raising the right hand, 

and bowing). The motion distribution is different for each action. 

In this recognition scheme, the global shape motion features are used in addition to some 

variables for recognizing the periodic as well as non-periodic actions. 

1.1 Motivation 

Our work is motivated by the ability of human to utilize periodic and no periodic motion 
0. to perform various actions. Many actions are periodic in nature. 'l'hese periodic natures of 



human actions can be analyzed using the shape of human beings, such as shape can 

change while performing particular actions. Shape analysis l)laYS an important role in 

action recognition, gait recognition etc. In many situations, we are interested in the ZD  

movement of human body silhouette (shape) over time. The shape changing of human 

describes the nature of human's motion and shows the action or activity performed by 

human. This change of shape over time is considered as a t'esult of global motion of the 

shape and deformations. We consider this global motion change by compact 

representation where we accumulate all time information into static time information, 

i.e.2D information. This static time information of the resulting image provides an 

important cue for global and local motion characteristics, such as motion distribution, 

motion orientation, shape deformation, etc. By using appropriate variable parameters, we 

consider relational characteristics of each action. 

1.2 Objective 

The main objective of this thesis is to recognize daily life human action such as walking, 

running, jogging, and sitting on a chair, hand raising, sitting on the floor, getting down on 

the floor, etc. by using global shape motion descriptions from the image sequences with 

selected variability. In order to address the variability in the recognition of human actions, 

several parameters such as anthropometry of person, phase (variation of starting and 

ending state of an action), camera observations (zooming of the person. tilting of the 

person and rotation of the person) and camera view variation are proposed. From the 

research we can recognize diflerent daily life human actions in the indoor and outdoor 

environment. 

1.3 Contribution 

In this thesis, image similarity is used to recognize human actions. The major 

contributions are as follows: 

• Variable silhouette energy images are used for action representations. These 

representations are used for extracting global features for recognizing specilc human 

actions. 
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Shape variation of image sequcnce in time is represented here in this thesis by using 

SHI (Silhouette history image). It shows not only the motion images representation but 

also the global motion orientation of an action at any instant of time. 

Explicit variability action model is introduced for considering different forms of same 

action, for human action recognition. Four important factors are considered, which include 

anthroponietry of persons, speed of an action, the starting and ending phase of an action, 

and the camera observations (zoom, scale and rotation). Moreover, multiple view 

variations are adapted, which make the human action recognition more robust. In general 

these explicit variability action models are represented as variable SF1. 

1.4 Application 

In general, the human action recognition flom multiple view-points has the applications in 

video surveillance and monitoring, human computer interactions, model based 

compressions and video retrieval in various situations etc. We recognize periodic and non-

periodic human action in different scenarios such as .scale variations, appearance and 

clothing variations, arbitrary views and incomplete actions. We have tested our proposed 

approach on the Korea university gesture database (KUGDI3) [16], which represents ke 

actions in daily life of elderly persons and KTFI action database (KTHDB) [17] which 

represents the multiple scenarios action data. We recognize several daily actions olclderly 

people for human robot interaction (lIRI) or similar applications. 

1.5 Overview of the system 

The proposed method is shown in fig. 1.2. The operation is divided into two phases, such 

as learning phase and classification or recognition phase. In this method, at first the action 

area (spatial and temporal boundary) is searched and then the duration of an action is 

estimated. I)epending on the temporal boundary, SEI & Sill are constructed from 

silhouette image. Variability models are generated by using variable parameters. The 

variable parameters are anthropometry, speed, phase, camera observations. From all the 

models, we extract some salient features. Using the features a unilied description of the 

model was generated by learning the SVM for each action. Finally action can he 

recognized usina action model for any arbitrary image sequence. 
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In this method there are some assumptions, such as: 

• In the case of silhouette image, it is assumed that silhouette images are correctly 

extracted. If silhouette images are not correctly extracted then the accurate result 

can not be got. 

• The duration of each action is assumed a few seconds. As many actions have to be 

counted, the duration of actions is taken more than few seconds; otherwise it will 

be difficult to calculate. Since we use the number of frai.ies for making SEI as SHI 

of gray level image, therefore approximately 255 image framesare used. 

. The camera position is stationary, only the person moves within the camera view. 

1-lere we have considered camera observation variation (zoom, till and rotation). 

It is considered maximum T 5% partial occlusion on the person. More occlusion 

decrease the accuracy. 

The brightness of an image sequence will be constant. Change of brightness means 

the change of SEI and SI-Il. Change olSEl and Sill means change of features. 



CHAPTER 2 

Related works 

Human action recognition from human image sequences is an active area of research in 

computer vision. It is simply a classification problem involving time series feature data. 

Recognition consists of matching an unknown test sequence with a 1hrary of labeled 

sequences that represent the prototypical actions. Several surve) s have attempted to 

classify various approaches for solving the problem. Detailed surveys can be found in [I-

4j. where diffircnt methodologies of human action recognition, human movement, etc. are 

discussed. 

2.1 Shape-based Approach 

Motion based features can represent the approximation of the moving direction of the 

human body and human action can be effectively characterized by motion rather than 

other cues, such as color, depth, and spatial features. In the motion-based approach, the 

motion information of the human such as optic flows, afline variation, filters, gradients, 

spatial-temporal words, and motion blobs are used for recognizing actions. Motion based 

action recognition had been performed by several researchers; a few of them are [5-8,1. 

Tho authors [5] recognized complex motion features patterns by using local space time 

ICatures and integrated these representations with SVM classihcation schemes for 

recognition. They used variation in scale, the frequency and velocity of pattern. For 

purpose of evaluation they introduced a new video database containing 2391 sequences of 

six human actions performed by 25 people in few scenarios. I lere it is l)rOpOsed the 

anthropometry variation, speed and view variation, and view observation. The KTIIDB 

database is considered in this work which contains six types of human actions, performed 

several times by 25 subjects in four scenarios and 2391 sequences. Dol'ar et al. [71 

proposed the approach to detect sparse space-time interest points based on separable linear 

filters for behavior recognition. Niebles et al. [8] used local space time features for 

unsupervised learning of human actions. They presented a "Bag of video words" model 

combined with space time interest point detector, for human action categorization and 

localization. They localized multiple actions in complex motion sequence containing 

multiple actions. 



Yan and Rahul tói used volumetric features which was in alternative to popular local 

descriptor approaches for event detection in video scquences. They generated the notion of 

2D box features to 3D spatio temporal volumetric features. They varied the view pointy, 

scale and action Spee(l. [9] H. Jiang presented a successive convex programming scheme 

to match video sequences using inta-frame inter frame constrained local features. 13% 

convexifying the optimization problem sequentially with an efficient linear programming 

scheme hich can be globally optimized in each step gradually shrinking the trust region, 

their method was more robust than previous matching scheme. Masoucl [10] approached a 

motion recognition which was based oii low level motion features computing by using an 

hR filter. 

2.2 Motion-based Approach 

Motion-based techniques are not always robust in capturing velocity when motions of the 

actions are similar for the same body parts. On the other hand, the human body silhouette 

represents the pose of the human body at any instant in time, and a series of body 

silhouette images can be used to recognize human action correctly, regardless of 'the speed 

of movement. Diffrcnt descriptors of shape information of motion regions such as points, 

boxes, silhouettes, and blobs are used for recognizing or classifying actions. Several 

researchers performed action recognition using shapes or silhouettes, such as [II] [12]. 

Bobick and Davis [111 proposed the motion energy image (MEl) and motion history 

image (MI-Il) for human movement representation and recognition and were constructed 

from the cumulative binary motion images. We propose silhouette energy image (SEI) and 

silhouette history image (SF11) which gives shape information with global motion 

information but MEl and Mill give only motion inibrmnation. Carlsson and Sullivian [12] 

demonsirate the specific posture that can be recognized in long video sequence by 

matching the shape information extracted from individual frames to store protot\ pes 

representing key frames of the action. The matching algorithm is tolerant to substantial 

deformation between image and prototype qualitatively similar image shape produced by 

the body postures. 

2.3 Shape and Motion based Approach 

In addition of shape and motion, several variabilities that occurred frequently are also 

i-esponsible for human action recognition. Sheikh and Shah [13] explicitly identited three 
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sources of variability in action recognition, such as viewpoint, execution rate, and 

anthropometry of actors and they used the 3D space with thirteen anatomical landmarks 

for each image. In contrast to their work, we explicitly define and employ the 

anthropometry variation, camera observations (zooming of a person. slanting body, and 

rotation of human body), speed variations and multiple views variation of the action. 

Yilmaz ci al. [15] Performed action recognition in the presence of camera motion. 

NI. Ahamd and S. Lee [191 have presented a method fhr human action recognition from 

multi-view image sequences that use the combined motion and shape flow informatkn 

with variability consideration. A combined local—global (CLG) optic flow is used to 

extract motion flow feature and invariant moments with flow deviations which are used to 

extract the global shape flow feature from the image sequences. In our approach, human 

action is represented as a set of multidimensional CLG optic flow and shape now feature 

vectors in the spatial—temporal action boundary. Actions are modeled by using a set of 

multidimensional HMMs for multiple views using the combined features, which enforce 

robust view-invariant operation. They recognize different human actions in daily life 

successfully in the indoor and outdoor environment using the maximum likelihood 

estimation approach. The results suggest robustness of the proposed method with respect 

to multiple view action recognition, scale and phase variations, and invariant analysis of 

silhouettes. 

2.4 View based Approach 

Most of the human action recognition thniques depend on the viewing direction. 

I lowever, the trajectory of an action from different viewing angles is different. The work 

of testing an action using multi-view motion learning is not well resolved. Seitz and Dyc.r 

in Ref. [23] described an approach to detect cyclic motions that is afline invariant. Rao 

and Shah 124] again used view invariant actions by afline invariance assuming that 2D 

positions of the hand are already known. This approach utilized spatiotemporal curvature 

maxima as instants of interest to map an unknown viewpoint to a "normal" viewpoint. The 

action was considered as being completely represented by the motion of the hand alone. In 

Ref. [25], authors presented human action in video using 3D model-based invariants and 

represent each action using a unique curve. 
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2.5 Our proposed Approach 

In [26], we proposed action models by using silhouette energy image (SEI) and silhouette 

history image (SF11). We also generate variable energy images using SE! and several 

control parameters, such as anthropometry variation, speed variation and camera 

observation variation. 

In [27], we have presented a method of human action recognition that uses spatial-

temporal local and global motion descriptions from the image sequence with selected 

variability. In this method, the motion of the body parts, i.e., local motions are extracted 

from the image sequence by using optical flow and global motions are extracted by using 

principal components of each action. Flow and the component features are added with 

mentioned variabilities for recognizing periodic as well as non-periodic action. Support 

vector machine is used for learning and recognizing actions. 
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CHAPTER 3 

lii man Action Model Representations 

3.1 Definition of Action 

Human action is the movement of human body parts for performing a task within a short 

period of time. The action may be simple or complex depending on the number of body 

limbs involved in the action. Many actions performed by humans have cyclic nature and 

they show periodicity of short duration. It is called Periodic action such as walking, 

running, jogging etc. Examples of periodic actions are shown in Fig 3.1. Besides, many 

actions show single occurrence or non-periodicity with time frame of specific length (i.e. 

duration). That is called non-periodic action such as raising hand, bowing, sitting on the 

floor, bending, jumping etc. Examples of non-periodic actions are shown in Fig 3.2. 

\ 
-- . 

(a) (b) 

Figure 3.1: Examples of periodic action (a) Walking at a place (b) Running at a place 

L 
(a) (b) 

Figure 3.2: Examples of non-periodic action (a) Sitting on a chair (b) Bowing 



3.2 Actions in World Coordinate System 

It is considered that a complete human action representation might be the set of all three 

dimensional points on a performing actor. Therefore, human actions are considered as four 

dimensional points in real world-space, which can be represented as follows: 

x T1  x' ... 

XT11  

1140  - 1',TI Y,
' 

... (3.1) 

z1 zr... z 71, 

where X, Y, and Z represent the state-space representation of a point in the 4E) plane of a 

person performing an action. 1-lere, j represents the point set, or anatomical landmarks 

points, or voxel and T,  is the i1h  frame in the world coordinate. When the human action is 

projected into the spatial—temporal image plane, then equation (3.1) can be represented by 

= x: x; (3.2) 
YI Y, ... 

where x and y represent the 2D points in the spatiotemporal image space or 3D space andj 

represents the point set of pixel in the action region and t, is the Ith frame in the image 

coordinate in performing an action. The relation between t and T could be linear, such that 

= a,T ± d1  , where a1  and d, represent the temporal coefficient and temporal constant, 

respectively 

Under the above circumstances, it is possible to transform a human action in the spatio-

temporal space or 3D space, into a 2D spatial space, where the 2D space contains spatial 

information with temporal information. 

3.3 Silhouette Energy Image (SEL) 

We define the silhouette energy image as the image where the time variation of an action 

is represented by the body shape inlbrmation. Let us assume x,(v, y) = f(x, y,  i,) is the 

silhouette image in a sequence at time t, which includes an action under duration or a 

period as shown in Fig. 3.3 (a). Therefore, SEI (SF1 Sx, y)) is defined by (3.3). 
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Moreover, the standard deviation image as well as motion variation expressions are given 

by (3.4) and (3.5). 

1. 

S(x,y) 
= I 

Jx1 d1 (3.3) 

le 

TX di 

(x,y) = _____ - 

Jx,dI (3.4) 
- t.s. I i., I. 

, 

a(x,y) 
(3.5) 

S(x,y) 

Here, I and t are the starting and ending states of an action. Alternately, we can represent 

total number of frame by F and hence the period is F. Therefore, the period or duration 

becomes F = - i. Since the average 2D image stores the global motion distribution and 

orientation of the silhouette images, this can be designated as a SET. The number of frames 

in the action depends on the person, time, and type of action. Since, the average of the 

time sequence silhouette images is used, the normalized variation affects are very low. 

Fig. 3.3(a) shows the sample silhouette images with the SET of the "raising hand" action 

along with the variation of motion. The silhouette energy image (SF1), standard deviation 

and motion variation images are shown in Fig. 3.3 (b), Fig. 3.3(c) and Fig. 3.3(d) for 

different spans of time, respectively. This representation shows the shape as well as 

motion changes of an action. The SEI represents an action model (AM), due to the 

following reason: (1) The energy of a pixel at every point is a result of an action 

formatidii; (2) Each silhouette represents the unit energy of a human action at an),  

instance; (3) It determines the energy distribution of an action. 



(a) 

(1) 

;k 

I 

r 

I 

(C) 



-I 

(S d) 

Figure 3.3: 1-luman action representation using Silhouette energy image (S11".1) and 

silhouette history image (Sill) (a) Some key frames of an action (b) SEI at dit'ferent time 

span (50 frames, 60 frames, 20 frames, and 50 frames) (e) Standard deviation images at 

the same time span of SE!. (d) Motion variation images at same time span of SE!. 

3.4 Justification of SEI 

\Ve represent human action by silhouette image sequence, called silhouette energy image 

(SEI) which saves both spacc and computation time for recognition of actions. We 

mentioned that the normalized variation a!Tec.ts are very low, that means SEI is less 

sensitive to noise in individual ftame in a sequence. 

Since silhouette image may contaul noise, therefore, we can consider that silhouette 

image. x, (x.y) is a combination of an original image, o(x,)) and a noise image, 

a, (x. 3;) . We also consider that at every jair of coordinates (x, y) the noise at different 

moments t is identically distributed and has no correlation. Now, the silhouette image is 

given by 

.v, (x, y) = o, (x, y) + a, (x. y) (3.6) 

ivioreover, we consider that a, (x,y) satisfies the following distribution: 
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I P{n,(x,y)=-1}=p 
n,1(x,y): I if o,(x,y)=1 

P{n1 (x,y)= 0  I — p (3.7) 

if o,(x,y)=O 
P{n,(x,y)=O} =l — p 

We have 
0,(x,y)=1 

(3.8) 
 

p: if  0,(x,y)=0 

and n1 (x,y) = n(x,y) = 0 n21 (x,y) = P(1 P) (3.9) 

We consider that SEI is constructed from F frames where o,(x,y) = 1 at pixel (x,y) only 

in G frames. We have 

F G 
S(x, y) = 

-- 

x, (x, y) = 0 (x, y) + n 
F F 

1 (x, y) - + (x, y) (3.10) 

A. 

GO 

Now, the noise in silhouette image is 

;7, (X,  Y) = — fin,jx,y)+ n21(x)] (3.11) 

The first moment is given by 

E{F (x,y)} = [ j: Ejn,,(X' Y))+ E{n21(x,y)}1 = [G(—p) + (F - G)p] = 
(F —2G)p 

I 

(3.12) 

And the variance, 

= E{[i(x,y) - E{(x,y)}}2 } 
21 

, 1rG 1  
= ----E' V n,,(x,y)_E{n,,(x,y)}

]  + 
[n2,(x,y)—E{n21 (x,y)}] 

F2  Ls=c+L j J 

= [G ,(XY)  + (F - G) (XY)  I = - F 2 
a  

F 2 
,(XY) 

 

(3.13) 



Therefore, the mean of the noise in SEI varies between 
- 

p and p depending oil G while 

its variability (second moment of noise) decreases, 

If G = Fat (x,y)(allo,(x,y) = I), then E{n(x,y)} = —p. If G = 0 at(x.y), then 

(all o, (x, ,v) = 0). At the position (x, y) the mean of the noise in SEI is the same as that in 

individual silhouette image, but the noise variance reduces so that the probability of 

outliers is reduced. If C 0 Fat(x,y). E{ 1(x,v)}p-- p. Therefore both the mean 

and the variance of noise in SEI are reduced compared to individual silhouette image at 

these locations. All the extreme, the noise in SEI has zero mean and reduced variance 

where C = F12 .  As a result, SEI is less sensitive to silhouette noise in individual frames. 

3.5 Silhouette History Image (Sill) 

Silhouette history image (SHI) refers to the shape variation of the image sequence in time. 

By SI-li, we represent how the silhouette of an image sequence is moving. it only shows 

the motion image representation as [11] but also represents the global motion orientati a 

of an action at any instant of time. The shape of the person at present state as well as the 

person's global motion orientation is visualized by the Sill. From the image sequences of 

same action, we show the SI-Il in Fig. 3.4. We construct these representations by using 

plastic model of human. From both SHI, we can show the action orientation or simply the 

direction of the action. Apart from the MI-il representation in [11], SF11 represents both 

body shape and global motion cilange. The brighter region represents the recency of the 

global human body shape. The current human body POSC is related to the previous one, so 

we USC tile method of MIII [Ii]. We use silhouette images instead of motion images for 

making a Sill given by (3.14). 

fir, ifx,(x,y)>l 
H, (x, Y

, 
1) 

= lmax(0, H, (x, y,t - I)), othevise 
(3.14) 

where t is the duration of temporal extension to previous silhouette image and x,(x, y) is a 

silhouette image indicating the region of human at time t. SEI and SF11 are regarded as the 

action models (AMs) in our approach. 

Yr 



1 

(a) 

(b) 

Figure 3.4. Human action representation using sflhouette history image (SI!!) (a) Some 

key frames of an action (b) SIll at the same time span of (50 frames. 6() frames. 20 

frames, and So frames). 
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ChAPTER 4 

Variable Silhouette Energy Images 

4.1 What are variable silhouette energy inage or variable action models? 

The variable silhouette energy image or variable action models are defined as noise action 

models or complementary action models that are generated by using SE! and ariability 

parameters. If the representation of an action derived from difforent variability or 

adaptability parameters (anthropometry, execution rate, phase, camera observation) are 

similar, then this representation is said to be robust for adaptability of these parameters. 

The original action model is not a unique representation for an action, since several 

sources of variability affect human action recognition, such as size and shape of 

performer, phase change of action, execution rate variation, clothing of the performers, 

scalc variation, camera observation, and view-point variation, etc. Generation of SF1 is 

shown in Fig. 4. I. We can say. 

Variable silhouette energy images=f (SF1, control parameters) (4.1) 

x(x,y) 

x, (x, y) 
Energy Generation 

x3 (x,y) Process 

x,,(x,y) 0 

Control parameter 

SE! F(7jeneratioJi
d 

Variable SE! 

Figure 4.1 Generation of variable silhouette energy images 

4.2 Types of Variability for human action recognition 

To consider the diversity of modeling (learning) and classifying actions, we consider 

multiple variability or templates (VTs) or complementary action models. The variabilities 

oF human action are 
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• Anthropornetry variation 

• Speed variation 

• Phase variation 

• View observation and view variation 

We define the variabilities of human action by following expression: 

4.2.1 Anthroponietry variation 

in general, human actions are performed irrespective of the shape (appearance) of the 

performer. Usually, anthropometry variation follows no specific rule. We have 

approximated the adaptability of anthropometry to different actions. Fig. 4.2 shows the 

example of anthropometry variation. Due to different girth and height variations, human 

action models should adapt anthropometry. Girth is the band or strap that encircles the 

body of a human or animal to fasten something (as a saddle) on its back. It is used in 3D 

analysis. The width is considered to he the protection  of girth. These variations are 

modeled using anthropometric variation. Due to the variation of human anthropometry as 

shown in Fig. 4.2, 

S(x, y) = {S(x, Y)j J???O S(x, )1 cpd, S(x, Y) phcs, S(x, (4.2) 

: 

•r• 

.11 

J .  

I .. 

... j I  
S.: 

Figure 4.2: Anthropometry variation images with different body width and height. 

It can defi ned eight sets of anthropometric variations. Theoretically, a huge numbers of 

anlhropomctric variations can be created by using the anthropometry variation parameter. 

Mathematically, we can express these variations by using sub-matrices, or super-matrices, 

or the combination of sub and super-matrices that are resized into original size for getting 

the anthropometric variability images. Each resize is done by bilinear interpolation 

method. 



20 

S(x - 

— b). 

S(x~a,y), 

S(x,y + b), 

S(x. y) Li,,, S(x - a,y + b), 

S(x+a,y—b), 

S(x—a,y—b), 

S(x + a,y + b), 

Higher width 

Higher height 

Lower width 

Lower height 

higher width Lower height 

Lower width Higher height 

Higher width Higher height (4.3) 

Lower width Lower height 

Output 

where, a and h are the parameters for maximum allowable anthropometric variations. The 

modeling of the parameters is not same for all types of action due to the motion of 

different body parts. We propose to construct the anthropometric adaptable models S(x-a, 

y-b) from a given original action model and anthropometric parameters. The other 

adaptable models follow the similar procedure of Fig. 4.4. Using the variation of 

anthropornetry shown in equation (4.3), and by following Fig. 4.4, we can simulate the 

adaptable anthropometric models as shown in Fig. 4.3. In general, we can assume similar 

parameters for all kinds of action. 
-- 

'I 
 

1 
-- 

.'.y. /1 

L_ '.• ., ' 

Cut/Add Resize 

1 

jJ  
•j\u.fi . 

11w l-lh Lw 1,11 F lv Lh Lw1 lh I .wLh I iwl Ih 

Variable Anthropometric models 

Figure 4.3: Variable Anthropometric models 

a- 
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SEt size I R x C 

i = 1 

Remove 2pi from top and 
bottom side of SEI template 

[R-2pixC 

4 Resize by interpolation method 

(R - - 2pi) 
RC 

_ 

(
R-2pi — 
+ Resize by interpolation method 

R x C 

4 
= i+ij 

Aa is the highest rov from 

Yes top-bottom corresponding A   
to maximum allowable 
deviation 

4 No 
CSToPD 

Figure 4.4: Flow chart for generating anthropometric variable model. 

4.2.2 Speed variation 

An action can be performed at a different speed or using a different number of frames, 

which are the number of shape images in aninput sequence. By considering temporal 

transformation, we can adopt the action at a different speed. In the case where speed or 

e\ecution rate of human actions vary, we can consider two phenomena: 

1. The action can be performed at a speed faster or slower than the standard speed, i.e. 

number of frames. Let us consider the person's velocity is s and N frames are needed to 

perform the action, then, without loss of generality, we can say, the execution rate of an 

action is iiiversely proportional to the speed of that action, i.e. s . Thereibre, a linear 

relationship exists between the number of frames and an action. 
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2. Every pixel in the SEI shows motion variation due to the performed action. So, due to 

execution rate, the motion at each pixel never changes linearly, because any a'cicd frame 

to the sequence is not linear to the previous and next frames. For simplicity, we can model 

this variation using Gaussian function. Suppose an action is performed by more than two 

persons. The execution time of the action depends on the actor's performance. 

Suppose an aciion is performed by more than two persons. The execution time of the 

action depends on the actor's performance. Based on condition I (condition 2 is NULL), 

we can say, A'1 s1  = N2s2, where N1 . N2  rc the required time (period) br performing the 

action using speed s 1  and S2,  respectively. II N is the typical time for the action, then the 

relationship between N1  (N1  > N) and N is given by N1  = N - ii. In a similar sense, actor- 2 

perfbrrns the same action with the period N2  and the relationship between N2  and N is 

given as A = N ± n. Let us assume that, n is a small time unit, where N >> ii. Now, 

10, according to condition 2 (condition I is NULL), due to the nonlinear relationship, we 

introduce a small variation of motion in the pixel using the Gaussian kernel function in the 

spatial space of the silhouette image. A 3 x 3 spatial Gaussian kernel is used. E'herefore, 

using the two above assumptions, we can model the variable or adaptable speed of the 

action by using the following Eq. (4.4). This does not rigorously follow the speed 

variation, but it approximates the variation of speed of action. 

x .1)" 

(v' I 
 2. s(x,v) -e 2m7

2 
Actonperiod>i\' 

= \ N±fl2 S(X

S(,.(!Y)( "-2,7cr2 Actionperio&N 
I 

where. nis a small time unit and n << N and N is the required time for perfrming an 

action. 

4.2.3 Phase variation 

The variable 'phase variation refers to an action occurred at different starting and ending 

state. The starting and ending phases of an action depend on persons, time, style, and so 

on. For example, in the 'bowing' action, a person bends the waist at different angles from 

the reference position, i.e. from a standing position. Therefore, wc can express the phase 

variability models at starting (03) and ending (03) by Eq. (4.5). 
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I - - x, . c vanes 

s(x, v) 
= 1 ., (&vanes (4.5) 

1._ P—ø ' 

In this definition, the parameters and Ø represent the starting and ending phase 

variation from start and end. Due to phase variation, the starting and ending state of an 

action change because of few frames blank (which we can consider incomplete actions). 

An illustrating situation of phase variation is shown in Fig. 4,5. 

Blank! Blank! 

Figure 4.5: Phase variation. Top row: complete action. Middle and bottom row: 

incomplete action. ''Blank!" refers to some frames missing at start or end. I lere, t and t 

are the starting and ending state of the action. 

4.2.4 Camera parameter observations 

At the lime of performing an action, the position, orientation, scaling of t!e persons, and 

view-points can he changed. Therefore, we have considered three kinds of camera 

parameter observations and the,,) y include: (I) distance from camera -- it refers to the 

varying scale of the persons body position from camera, (2) tilling motion or slanting 

motion - human body may in slanting position when a human performs an action, (3) 

human body rotation -- body rotation during the action. Besides camera parameter 

observation, we consider that an action can he seen from several viewS. Fig. 4.6 illustrate 

the camera observations of an action. 
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The parameters (1) and (2) are modeled by using affine trarsforms. The parameter (3) 

variation is modeled by projection geometry. We use affine transtbrmation to simulate a 

planar shape that undergoes 2D rotation, translation, and scaling. Suppose, a point x = (x, 

);) in the coordinate system of shape is affinitely transformed to a point Xa = (Xa, Ya) in the 

imaging plane's coordmate system, then variability models S(x,y)I = S(x.,,y)from the 

camera observations are given by Eq. (4.6). 

( d±S Sy-rII
XI 

S(x, 
= 

r + sy d - S y ç 

'herc d, r, t. , 1)  ,s, and s represent the dilation (scaling or divergence), rotation, 

translation along x-axis, translation along y-axis, shear component along-x, and shear-

component along-y, respectively. In order to model the rotation of human body, we 

consider that the width of an image, (R) is the diameter of a cylinder, 2j. where p is the 

radius of the cylinder. We also consider that the center line of the image is the center line 

of the cylinder so that the image can rotate along its axis. The situation is shown in Fig. 

4.6. 

A 

tl' 

\pJ I,J 

\1\ I kt\ // 
• 

--:::r> 

(. 
it 

:4  

Figure 4.6: Observation and view variation of human actions. (a) Camera observations. 

Left: person's distance from camera (scaling of a person). Middle: slanting position of 

human body. Right: human body rotation around upward axis. 

We get 2D projection image from a 2D image and assume the input image rotates around 

its y-axis. The rotation angle is ±100,  The 2D image after the projection is 

(x,y) i) = f(x ± 2p(l - cos O),y,t) (4.7) 

(4.6) 
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Before projecton Alter proectior, 

Figure 4.7: Illustration of 2D projection geometry. 

After resizing the image into the original image size, we get the rotation variation models. 

By modeling the coefficient parameters, diverse representation and learning of actions can 

be achieved. 
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Figure 4.8: Flow chart for generating camera observation (zooming) variable model. 
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Figure 4.9: Flow chart for generating camera observation (slanting position) variable 

model. 
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Figure 4.10: Flow chart for generating human body rotation variable model. 
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4.2.5. Camera view variations 

An action can be viewed by any view of camera. Fig. 4.11 shows the multiple view 

variations of an action. View I shows front view. View 2 shows 450  view and view 3 

shows i450  view. 

Figure 4.11: Multiple view variations of an action. 

V 
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CHAPTER 5 

Global Motion Descriptions 

The action model can be interpreted as a distribution of the motion over the image space in 

the x and y direction, with the weight S(x, y). Moreover each action model represents a 

global shape. Global shape of the model with variable intensity is characterized by its local 

and global motion descriptors. 

The adaptable energy templates resembles 2D images with variable intensity due to 

motion, therefore, model orientation, span, elevation oimotions, geometric and orthogonal 

moments which are the global motion description of the models. Global motion features 

(GMF) can be integrated by multiple features of action models due to extract more 

information, and it can be stated as GMF = (/2,, a,, pro/( 2L1)). The symbols are defined 

in the fo I lowing subsections. 

5.1 Geometric moments 

Moments and Function of moments have been utilized as pattern feature in pattern 

recognition applications. Such features capture global information about the image and (to

not require close boundaries as required by Fourier descriptors. By positioning the center 

of mass (("'OM), we can differentimte the motions for each action. Since this feature should 

be independent of the location of a person, we consider the relative appropriate position 

for each action. F-lu [15] introduced seven nonlinear functions, h(  , where i= I, 2......7 

defined on regular moments using central moments that are translation, scale, and rotation 

invariant. To achieve the consistent camera observations, we used non-orthogonal 

features, namely I-lu moments, s, = {h h2 .....h7  } 115] which are slightly modi fled to 

extract speci lie characteristics. 

For extracting the I-lu-moments, we can use the discrete value of Cartesian moment. The 

Cartesian moment A'I, of order (p Iq) for discrete value is given by 
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ij- I :\'- 

m r., = 
x P y S( x,y ) (51) 

x=rO yJ 

Iflpq  =Two dimensional Cartesian moment Where it'I and iV are the image dimensions and 

the monomial product xvy(l is the basis function. 

The zero order moment moo  is defined as the total mass (or power) of the image. llthis is 

applied to a binary (i.e. a silhouette) MxN image of an object, then this is literally a pixel 

count of the number olpixels comprising the object. 

M -1 

m00  = >J S(x, y) (5.2) 
x'O y=O 

The two first order moments are used to find the Centre of Mass (COM) of an image. II 

this is applied to a binary image and the results are then normalized with respect to the 

total mass (moo), then the result is the centre co-ordinates of the object. Accordingly, the 

centre co-ordinates x,y. x = x-axis centre of mass, y = y- axis centre of mass are given 

by: 

-- in10  - moi  
x=--, y= — 

fl'!00 fl'!00  

The COM describes a unique position within the field of view which can then be used to 

compute the centralized moments of an image. 

The definition of a discrete centralized moment as described by Ilu is: IL pq =  Two 

dimensional centralized moment 

M -IN - I 

dL1 pq  = 
 I I (

X — YY (Y - A" S (X, J') 
x-O y='O 

(5.4) 

This is essentially a translated Cartesian moment, which means that the centralized 

moments are invariant under translation. To enable invariance to scale, normalized 

(5.3) 



31 

moments pp.  = Two dimensional scale-normalized centralized moments are used, given 

by: 

- 

1L100  7 
(5.5) 

,L1 pq   
Therefore, ll pq  - - (x—x)"(y—yS(x,y) (5.6) - - 

•:- =0  

where 7 = 
p+q 

V(p+q)>2 
2 (5.7) 

The advantage of a moment's methods is that they are mathematically concise and for the 

intensity image of action models, they reflect both shape and global motion distribution 

within it. 

Therefore, seven Hu-moments becomes - 

"1 =  720 +7702 

H2 = (7720 7702) +4 

H3 = (7730 - 7712 
)2 

 + (37721 - 7703 )2  

H4  =(i +7712) +(7721 +773) 

H5 = (7730 - 77I2 )( 77l2 )[( + 7712)2 - 3(7721 
 + 7703 )2 ] 

+ (37 
- 7703)(7721 + 773)[3(773 + 7712) 7721 + 77 3)] 

H6 = (7720 7702)1(7730 +7712) (7721 +1703 ) ]+477(1730 +712)(721  +7703) 
A 

H7 = (37721 1o3 )(7ho 7712 )[(773 + 7712 
)2 
- 3(7721 +7703)2] 

+ (3772 - 7730)(7721 + 77 3 )[3(773  + 7712)2 (7721 
+ 

1703 

(5.8) 



32 

Table 5.1: Geometric moments for different actions. 

Actions h h, 0 h 1  h5  h6  1,. 

Bowing 1 46.54 
1 

80.89 0.0010 1  0.00 0.00 0.00 0.00 0.00 0.00 

Getting down on the floor 55.18 1108.26  0.0010 0.00 0.00 0.00 0.00 0.00 0.00 

Lying on the floor 77.11 106.46 0.002 0.00 0.00 0.00 0.00 0.00 0.00 

Raising right hand 45.38 86.32 0.0013 0.00 0.00 0.00 0.00 0.00 0.00 

Running 

Sitting on a chair 

66.28 

44.13 

79.44 

92.49 

0.0014 

0.0014 

0.00 

0.0O 

0.00 

F.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

Sitting on the floor 61.45 114.84 0.0011 0.00 0.00 0.00 0.00 0.00 0.00 

Walking forward 91.74 84.91 0.0018 0.00 0.00 1 0.00 0.00 0.00 0.00 

Walking 48.66 77.95 0.0015 0.00 0.00 0.00 0.00 OMO OMO 

5.2 Zernike moments 

The geometric moment shows highly inaccurate results when the image is noisy. Zernike 

polynomials provide very useful moment kernels, present native rotational invariance and 

are far more robust to noise. Scale and translation invariance can be implemented using 

moment normalization. The magnitude of Zernike moments has been treated as shape 

features because they are rotation invariants. The two-dimensional Zernike moments of an 

image intensity function f(p, ) with order ii and repetition m is expressed as follows 

[28]. 

2-1 

= fR (p)e "°S(p, 6)iO (5.9) 
- 00 

and, 

= 
(-1) (n-s)!p" 2  

.c=o (s)!((n + in) / 2 s)!((n 
- Im!)/ 2)! 

(5.10) 

where, 

(2x _N + 1)2 ± (N_1_2y)2 
(5.11) 

)- 

A 

p 
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2x- A +1 
(5.12) 

and 0 :!~ p S I 

For each action model and one given value, we obtain the Zernike moments value. We use 

the absolute Zernike moment, which is given in (5.13). 

= S(x, y) R (p) cxp(-jin 8) 
,o Y=O 

(5.13) 

Table 5.2: Zernike moments for different actions. 

Actions Z11MOO ZrimI() Znrnüi Ziimii Z,111120  Znm02 

Bowing 16.53 69.22 16.53 69.22 16.53 69.22 16.53 

Getting down on a floor 5.32 35.45 5.32 35.45 5.32 35.45 5.32 

Lying on the floor T2114 9.06 21.14 9.06 21.14 9.06 21.14 

- Raising right hand 18.20 58.46 18.20 58.46 18.20 58.46 18.20 

Running 

Stingona chair 
J_25.32 

9.20 78.05 9.20 78.05 9.20 7 8. 05 9.20 

64.86 25.32 64.86 25.32 64.86 25.32 

Sitting on the floor 0.92 29.49 0.92 29.49 0.92 29.49 0.92 

Walking forward 47.99 21.44 47.99 21.44 47.99 21.44 47.99 

Walking 14.50 74.33 14.50 74.33 14.50 74.33 14.50 

5.3 Direction of SE! 

A The 2D orientation (direction olmajor axis, or minor axis) of the motion distribution for 

every action is different. Thus the relative differences in magnitude of the eigenvalues are 

indications of the elongation of the image (SEI or Sill). The global motion Orientation is 

obtained from the eigenvalue, 2,, of the covariance matrix of SET, SHI and variability 

mode Is. 

The covariance matrix is 

(j.4 
=1 I (5.14) 

i4 /O2) 
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The cigenvaluc of the coariance matrix is given by 

!'o + 1102 (cis) 

where 

(5.16) 
/100  

= _;)s,y) (5.17) 
x=0 y=0 

L10 
= 

S(x,j) (518) 

We have considered the projection of major and minor axis orientation and the direction of 

the major axis S = {proj.(A., )} as global features for SF1, SHI, and variability mod s. 

Fig 5.1 shows the direction of actions of three different views. The long bar (green) axis 

indicates the major axis and the short bar (violet) axis indicates the minor axis. The ratio 

of major axis versus minor axis is different for each action. We have considered the 

direction of major axis as global features for action models. 

A 

(a) (b) (c) 

Figure 5.1: Direction of action. (a) Sitting on the floor (b) Getting down the floor (c) 

Lying on the floor (Direction of action) 



Table 5.3: Major and minor axis orientation of actions. 

Actions 

~—Bowing 

Major axis Minor axis Ecentricity 

3.62 - 0.96 0.96 

Getting down on a floor 3.25 1.95 0.79 

Lying on the floor 17.22 1037 0.79 

Raising right hand 0.34 0.06 - 0.98 

Running 1.44 0.36 0.96 

Sitting on a chair 0.88 0.28 0.94 

0.63 Sitting on the floor 4.04 3.13 

Walking forward 0.20 0.06 0.94 

Walking 0.10 0.02 0.96 

5.4 CM, ZM and direction of SF1 and Sill of typical plastic model 

The plastic model of SLI and SI-li are shown in Fig 5.2 (a) and (b). In each figure (i), (ii), 

(iii) and (iv) represents images oil-SO frames,l-60 frames, 20-40 frames, and 20-50 

frames respectively. Image size of each figure is 120x240. 

(i) (ii) (iii) (I\) 

(a) 
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(iii) (iv) 

(b) 
Figure 5.2: (a) SEI for 1-50 frames [i], 1-60 frames [iii, 20-40 frames (iiij, and 20-50 
frames [iv], (b) SIll for 1-50 frames [i]. 1-60 flames [ii], 20-40 frames liiii, and 20-50 
frames [iv]. 

]'able 5.4: Geometric moment for SE! and SI-Il of tvnical niastic model for 1-50 frames. 
image h. 

SF1 91.206200 120.912892 0.0016083349 0.0000015549 
SI-Il 82.022453 105.996147 0.0014303446 0M000010371 

Table 5.5: Geometric moment for SEt and SI-Il of typical plastic model for 1-60 frames. 
Image  y  h 112  

SEI 91.264580 119.930492 0.0016554454 0.0000016681 

- 
SIll 82.762886 10703023 0.0015341206 0.0000012008 

Values of x, y, h1 ,h2  of various frames of SF1 and SI-Il are given in Table 5.4 and'5.5. 

l'ahle 5.6: Zernike moment for SEl and SI-Il of typical plastic model for 1-50 frames. 
I m age Z1111100 Zum 10 L1111i0 I Znm ii - Znm2fl Znm02 m22 

SF1 32.6117 80.5361 32.6117 80.5361 32.6117 80.5361 32.6117 
SIll 28.2923 93.2091 28.2923 93.2091 28.2923 [93.2091 28.2923 

Table 5.7: Zernike moment for SF1 and Sill of tynical plastic model for 1-60 frames. 
Image 7-1111100 Znrn 10 -- 

Zn inø I Z ii Zn m2() Znm02  Z ii22 

SEE 32.9605 77.8945 32.9605 77.8945 32.9605 77.8945 32.9605 

SF11 27.6415 84.0635 27.6415 84.0635 27.6415 84.0635 27.6415 

Values of different. ZM's are shown in Table 5.6 and 5.7. 
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Table 5.8: Direction of SEI for different actions for 1-50 frames. 

Image Major axis Minor axis Ecentricity 

SEI 2.903027 1.032802 0.934575 

SHI 11.999272 4.921847 0.912005 

Table 5.9: Direction of SEI for different actions for 1-60 frames. 

Image Major axis Minor axis
:1 
 Ecentricity 

SEI 3.434231 1.206759 0.936229 

SF11 12.573103 5.132727 0.912879 

Parameters like Major and minor axis and ecentricity of the SEI and SF!! of 1-50 and 1-60 
frames are shown in Table 5.8 and 5.9. 

*1 
. 

, 

/1 
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CI-IAPTFR 6 

Classification of action 

6.1 Different Classifiers 

Human action recognition can be considered as a pattern classification problem that can 

be solved by measuring the similarity between training features and testing features. The 

classification can be carried out by different process, namely, normal Bayes classifier, k-

nearest neighbor classifier, and support vector machine (SVM) classifier derived from 

feature vectors. Of these, SVM has high generalization capabilities in many tasks, 

especially in terms of object recognition. 

6.2 Bayes classifier 

A Bayes classifier is a simple probabilistic classifier based on applying Bayes' theorem 

(from Bayesian statistics) with strong (naive) independence assumptions. .A more 

descriptive term for the underlying probability model would be "independent feature 

model". 

In simple terms, a naive Bayes classifier assumes that the presence (or absence) of a 

particular feature of a class is unrelated to the presence (or absenèe) of any other feature. 

For example, a fruit may be considered to be an apple if it is red, round, and about 4" in 

diameter. Even if these features depend on each other or upon the existence of the other 

features, a naive Bayes classifier considers all of these propciies to independently 

contribute to the probability that this fruit is an apple. 

Depending on the precise nature of the probability model, naive Bayes classifiers can be 

trained very efficiently in a supervised learning setting. In many practical applications, 

parameter estimation for naive Bayes models uses the popular method, in other words, 

one can work with the naive Bayes model without believing in Bayesian probability or 

using any Bayesian methods. 

Ed 
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In spite of their naive design and apparently over-simplified assumptions, naive Bayes 

classifiers have worked quite well in many complex real-world situations. In 2004, 

analysis of the Bayesian classification problem has shown that there are some theoretical 

reasons for the apparently unreasonable efficacy of naive Bayes classifiers [19]. Still, a 

comprehensive comparison with other classification methods in 2006 showed that Bays 

classification is outperformed by more current approaches, such as boosted trees or 

random forests [20]. 

An advantage of the naive Bayes classifier is that it requires a small amount of training 

data to estimate the parameters (means and variances of the variables) necessary for 

classification. Because independent variables are assumed, only the variances of the 

variables for each class need to be determined and not the entire covariance matrix. 

6.3 k-NN classifier 

In pattern recognition, the k-nearest neighbors algorithm (k-NN) is a method for 

classifying objects based on closest training examples in the feature space. k-NN is a type 

of instance-based learning, or lazy learning where the function is only approximated 

locally and all computation is deferred until classification. The k-nearest neighbor 

algorithm is amongst the simplest of all machine learning algorithms: an object is 

classified by a majority vote of its neighbors, with the object being assigned to the class 

most commonly amongst its k nearest neighbors (k is a positive integer, typically small). 

If k = 1, then the object is simply assigned to the class of its nearest neighbor 

The same method can be used for regression, by simply assigning the property value for 

the object to be the average of the values of its k nearest neighbors. It can be useful to 

weight the contributions of the neighbors, so that the nearer neighbors contribute more to 

the average than the more distant ones. (A common weighting scheme is to give each 

neighbor a weight of lid, where d is the distance to the neighbor. This scheme is a 

generalization of linear interpolation.) 

The neighbors are taken from a set of objects for which the correct classification (or, in 

the case of regression, the value of the property) is known. This can be considered as the 



40 

training set for the algorithm, though no explicit training step is required. The k-nearest 

neighbor algorithm is sensitive to the local structure of the data 

Nearest neighbor rules in effect compute the decision boundary in an implicit manner. It 

is also possible to compute the decision boundary itself explicitly, and to do so in an 

efficient manner so that the computational complexity is a function of the boundary 

complexity. 

6.4 Support Vector Machine (SVM) classifier 

Support vector machines (SVMs) are a set of related supervised learning methods that 

analyze data and recognize patterns, used for classification and regression analysis. The 

original SVM algorithm was invented by Vladimir Vapnik and the current standard 

incarnation (son margin) was proposed by Corinna Cortes and Vladimir Vapnik [21]. 

The standard SVM takes a set of input data and predictions, for each given input, which 

of two possible classes the input is a member of, which makes the SVM a non-

probabilistic binary linear classifier. Since an SVM is a classifier, then for given a set of 

training examples, each marked as belongs to one of two categories, an SVM training 

algorithm builds a model that assigns new examples into one category or the other. 

Intuitively, an SVM model is a representation of the examples as points in space, mapped 

so that the examples of the separate categories are divided by a clear gap that is as wide 

as possible. New exmniples are then mapped into that same space and predicted to belong 

to a category based on which side of the gap they fall on. 

A- 

More formally, a support vector machine constructs a hyperplane or set of hyperplanes in 

a high or infinite dimensional space, which can be used for classification, regression, or 

other tasks. Intuitively, a good separation is achieved by the hyperplanc that has the 

largest distance to the nearest training data points of any class (so-called functional 

margin), since in general the larger the margin the lower the generalization en -or of the 

classifier. 
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6.4.1 Learning of SVM classifier 

Given a training set of instance-label pairs (x, , y,); / = 1,..., 1 where x1  E R and 

E {l,—l}', the support vector machines (SVM) [21] require the solution of the 

following optimization problem: 

I T mm —w w+C (6.1) 
2 

subject to y, (;Tø(X) + b) > 1 - (6.2) 

~! 0 

Here training vectors x1  are mapped into a higher (maybe infinite) dimensional space by 

the function 0 . Then SVM finds a linear separating hyperplane with the maximal 

margin in this higher dimensional space. C>  0 is the penalty parameter of the error term. 

Furthermore, K(x, ,x1 ) Ø(x, )T 1) is called the kernel function. Though new kernels 

are being proposed by researchers, beginners may find in SVM books the following four 

basic kernels: 

linear: K(x, ,x )= x[x 

polynomial: Kx,,x1 )=(?x +r',y >0 

. radial basis function (RBF): Kx, ,x ) = exp— yx 1  - x1 
2 J, 

> 0. 

• sigmoid: Kx,,x)= tanhcTx1 +r). 

1-lere, y,  r, and d are kernel parameters. 

A 

6.4.2 Procedure of SVM classifiers 

• Transform data to the format of an SVM package [27]. 

• Conduct simple scaling on the data 

• Consider the RBF kernel Kx,y) = 

• Use cross validation to find the best parameter C and y 

• Use the best parameter C and 7 to train the whole training set 

0 Test 
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CHAPTER 7 

Experimental Results and Discussions 

7.1 Experimental Databases 

7.1.1. The KUGDB 

The KUGDB [16] contains 14 representative full body actions in the daily life of 20 

performers. In the database, all the performers are elderly persons (both male and female) 

with ages ranging from 60 to 80. The database contains 3D motion data and 2D data. The 

2D data consists of both video data and 2D silhouette data. As an example. the sample 

images are shown in Fig. 7.1. Front view (vl), left-side or -45 °view (v2), and right-side or 

+45°view (0). 

Sitting Raising Siwng Gefthg Lying Walking 

on a chair Walking Right hand Bowing on the floor on the floor on the floor Running Forward 

- F'U W'W 

Ld I I tA k&d L4 ld L1 
"MPM -w - - 

V2

LIAM t Jffkl~  iLL1 11t1L 
.. •--- __ wr 

V3 

Sc
LIM LIM WLA L. LIM 

WP RH BW SF GF LF RP WV 

Figure 7.1: Korea University Gesture database (KUGI)B) on all specified actions in three 

different views. 

7.1.2 The KTHDB 

The KTHI)B is one of the largest databases with sequences of human actions taken over 

different scenarios [17]. The database contains six types of human actions, performed 

several times by 25 subjects in four scenarios: outdoors (si), outdoors with scale variation 
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(s2), outdoor with different cloths (0). and indoor (0). The database contains 2391 

sequences. The sample imagZ.11es  arc shown in Fig. 7.2. The image sequences have the 

spatial resolution of 160x 120 pixels and have a length of ftur seconds in average. 

Hand Hand 

Boxing clapping waving Jogging Running Walking 

si 

s2 

.s3 / 

:  
BP I-IC FI'vV JP RP \VI' 

Figure 7.2: Royal Institute of Technology (KTI-l) human action database on all specified 

actions in 4 clifferciìt scenarios. 

7.1.3. Estimation of duration of an action 

We estimate the period or duration by correlation or using the variation in pixel 

distribution in the silhouette image sequences. Let us consider that p is the period. 

Iherelore. the periodicity relalionshãp becomes, f'i + p) = JO, where f(t) is the motion of 

a point, or energy of an image at any time t. 

A non-periodic function is one that has no such period, instead we use the duration of 

action. The brief algorithm for detecting period (or duration) is as follows: First, assume 

reference frame is the 1 to 5di  frame of the given silhouette image sequence. Second, find 

the similarity (i.e. cross-correlation or energy) of silhouettes. Third. apply smoothing 

operation to the similarity plot for periodic action and extract peak points. For non-

periodic action, we apply non-maxima suppression (NMS) method and make decision to 

extract the peak points (starting point and ending point). We choose multiscale non-

maxima window size (w) for selecting the peak points, where non-maxima values (NMV) 



are chosen arbitrarily. Now, the period is given by the difference between starting point 

and ending point as illustrated in Fig.7.3 

20 53 

 I
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I -- Snoothlrlg data] 
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- NMS, w=5, NMV=0.95 0.85 I - ___ NMS, w'7, NMV-080 o — NMS, w=7,NMV=1.00 o 0 80 . _______ 
-: NMS. w9, NMV=0.85 

NMS=non-maxima suppression 
NMV-non.maxima values 0.75 wsuppression window size 

0 20 40 60 80 100 
Frame 

 

Figure 7.3: Periodicity (or duration) detection from silhouette image sequences (FGBDB). 

(a) Running with multiple cycles (t, te) = {(20. 53), (53, 84), (84, 112), (112,146)} with 

smoothing. (b) Raising the right hand in a single occurrence (t = 6, te  = 77). 

7.1.4. Example of SE! and SHI 

We consider 9 actions from the KUGDB, where the actions are key actions occurring in 

daily life. The typical action models are shown in Fig. 7.4. The brighter parts indicate 

more silhouette energy and the less bright parts indicate less silhouette energy of the 

action. From the action models, the motion distribution of each action is clearly 

understood. 

Fig. 7.4 shows typical action models and corresponding significant motion variation over 

the models of KTHDB. For each action, the motion variation and shape is different. The 

motion variation clarifies the actions clearly. 
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((i) (e) (f) 

(g) (Ii) (i) 

Figure 7.4: Human action model of the specified actions for the FGBDB. (a) Sitting on a 

chair (SC). (b) Walking at a place (WP). (c) Raising the right hand (RH). (d) Bowing 

(BW). (e) Sitting on the floor (SF). (f) Getting down on the floor (GF). (g) Lying down on 

the floor (LF). (h) Running at a place (RP). (i) \Valking fbrward (WF). 



(d) (a) (b) (c) 
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7.1.5. Example of Variable SE! 

Variable SET is generated by Using SET and Variability parameters. From one SE! ,we 

have produced 40 variable SE! using different variable parameters (anthropometrv, speed. 

Phase, Camera observation).Fig 7.5 shows the SF1 or an image sequence (walking at a 

place) and fig 7.6 to 7.10 show the anthropometric variable SF1. 

Figure 7.5: SE! of an Image Sequence (Walking at a place) 

Anthroporneiry variable SET is shown in Fig. 7.6. From the anthropometric variation we 

get eight difThrent SEIs. They are (a) 1-ligher girth (b) Higher height (c) Smaller girth (d) 

Smaller height (e) Higher girth and smaller height (1) Smaller gi1h and smaller height (g) 

higher girth and height (Ii) Smaller girth and height. 

(c) (I) (g) (h) 

Figure 7.6: Anthropometric Variable SE!. (a) Fhigher girth, (b) 1-ligher height, (c) Smaller 

oirth (d) Smaller height, (e) higher girth and smaller height, (1) Smaller girth and smaller 

height,  (g) II igher girth and height, (h) Smaller girth and height. 

£ 



(a) (b) (c) (d) 
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Speed variable SET are shown in Fig. 7.7. We have model speed variable SF1 by using eq. 

or 
4.4. This does not rigorously follow the speed variation, but it approximates the variation 

ofan action. From the speed variation we get 8 d uierent SE!. 

Figure 7.7: Speed Variable SlI. If original SE! has period p. i.c.p = N. (a)p = N- 20%N. 

(h)p=N- 15%N,(c)pN- l0%N,(d)p=N-5%iV,(e)pN+5%N,(DpN+ 

10%N,(g)p=N± 15%N.(h)pN±20%N. 

Variable SETs for zooming a camera are shown in Fig. 7.8. This represents person's 

distance from the camera. The position of person is varied to the frontward or backward of 

the camera. 

A. 

(e) (I) (g) (h) 

Figure 7.8: Zoom variable SET if person's distance from the camera is d f (a) ci = f- 4k, 

where k is assumed a specific distance, (b) d 1- 3k, (c) d f- 2k, (d) d =/'- k, (e) a' =f+ 

k, (f)f+ 2k, (g)f± 3k, (h)f± 4k. 
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We get eight variable SEls from tilting variations that are shown in Fig. 7.9. Tilt angles are 

varied and shown in figures (a) to (h) accordingly. 

(c) H (g) (h 

Figure 7.9: Tilt variable SE!. Maximum tilt angle (6 from the vertical position to 

leftward (Lw) or rightward (R). (a) L,, = A9, where AØ is the maximum range of rotation 

and k is a constant value, (b) L,, = A&/2, (c) L = A013, (d) L = \0/4, (c) RH = AO!4. (f) R1  

= A 9/3, (g) R. = A 0/2, (h) = AO. 

Variable SEI for person's rotation is shown in Fig. 7.10. We get eight variables SE! from 

person's rotation. The rotation angles are varied and shown in the following figures. 

I. ( a ) (H (e) ((I) 

(e) (I) (g) (h) 

Figure 7.10: Rotation variable SF1. (a) Rotation angle, 0 = Aq5/k, where AØ is the 

maximum range of rotation and k is a constant value, (b) 0 = 2Ak, (c) 0 = 3AØ/k, (d) çb = 

4AqVk, (e) 0 = 5AØ/k, (1) 0 = 6A0/k, (g) 0 = 711\0/k, (Ii) q = SAØ/k. 
p 
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7.1.6 Classification Result 

The accuracy or correct recognition rate (CRR) was defined by (7.1). The expression for 

CRR can be written as 

CRR =-
jvc 
-----xl00% 
N 

(7.1) 

Where. N  is the total number of correct recognition sequences while rV is the number 

of total action sequences. 

Table 7.1: CRR of each action and view oiKUGDB 

View SC %VP R11 BW SF GF LF RF  
f 

WF  

vi .98 0.57 0.86 1.0 0.71 0.57 1.00 0.57 0.86 

v2 .85 0.44 1.00 0.86 0.86 0.86 1.00 0.86 0.86 

v3 .97 0.86 LOO 1.0 0.86 1.0 1.00 0.57 0.72 

vA .94 0.57 0.94 0.99 
j 

0.76 0.76 0.90 0.76 0.76 

Table 7.1 shows the action recognition results of KUGDB using SVrVI classifiers where 

we use the global motions for each view. Nine subjects, 9 actions, and 4 views variation 

were used for testing (vA represents arbitrary view). As can be seen, there is a clear 

separation among different kinds of actions. 

.1 
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Figure 7.11: Human action models and corresponding motion distribution (KTI 1D13). First 

and second rows show the SET. Third and fourth rows show the motion distribution of 

corresponding SEI. 

The overall CRRs ofvl, v2, v3, and vA are 79.34, 84.12, 89.47 and 81.53 respectively, of 

KUGDB. We use SlI, SHI, and variability models to evaluate the perfbrmance. 

Table 7.2: CRR of each action and view of KTHDB 

Seen. BP tIC HW JP - RP WI' 

sl 0.98 0.97 0.97 0.91 0.74 0.82 

s2 0.98 0.98 0.94 0.95 0.61 J0.78 

s3 1.00 0.96 0.97 0.74 0.81 0.81 

s4 0.95 0.94 0.93 0.81 0.67 
j 

0.8()  

We also have tested our approach by using the KTIIDB, since it is one of the largest 

human action databases and several researchers used this database. We have tested 8 

subjects, 6 actions, and 4 scenarios and each scenario contains 2 or 3 action sequences. 

Table 7.2 shows the recognition of each action in various scenarios for global shape 

motions. The CRRs of si, s2, s3, s4, sA are 89.33, 83.17, 87.50, 88.3, 87.50 respectively 

for KTIIDB. where sA is arbitrary scenario. 

F- 
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We use 21 image sequences for classification of each action and each view in case of 

FBGDB. For arbitrary view recognition, we use more than 60 sequences for each action. It 

is important to mention that in some cases, the motion of the elderly persons is similar. In 

our method, it is shown that by using the 2D action model with variability selection, the 

action recognition is more robust, since we use the natural actions of humans, with 

emphasis on elderly persons (KUGDB). The movement of elderly person's is significantly 

different than that of young people. For example, the speed and style of walking and 

running of elderly people are very similar. We test the system performance without 

generating adaptable models, and we make a comparison of performance among SF1 

(AT), variability models (VT), and the combined models (AAT). As an example, the 

performance (in CRR) of AT, VT, and AATs are 80%, 84.33%, and 89.33% respectively. 

ftc performance of AAT is significantly better than AT. 

Table 7.3: Comparison of Action Recognition. 

Method Recognition accuracy Scenarios 

Niebles et al. [8] 81.50 All scenarios 

Dolláretal. [7] 81.17 All scenarios 

Jiang et al. [91 84.43 All scenarios 

Schüldt et al. [5] 71.72 All scenarios 

Ke et al. 161 62.96 All scenarios 

Our method 87.50 All scenarios 

Our works are compared with some state-of-art action recognition approaches by using the•. 

same database and similar test sequences but different methods. For example, we compare 

our method with [5], [61, [7], [81, and [9] using KTFIDB. Our results by global shape 

motions flow are compared with their results by spatio-temporal filters, volumetric 

features, spatio-temporal words, and local space time features. The overall comparison of 

different methods is listed in Table 7.3. Compared to the mentioned researches, our 

approach yields the best recognition results. 
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CHAPTER 8 

rj 

Conclu SIOH 

We proposed a novel method for human actions model using silhouette energy image 

(SEI) and silhouette history image (SI-H) with variable silhouette energy image. The SEL 

represented the energy content of the silhouette images of an action and SI-Il represented 

the energy history of the silhouettes of that action. 1-lere we have proposed different 

variations such as, anthropometric variation, phase variation, speed variation, phase 

variation, camera view variation etc. Using an advanced human-machine interface these 

variations provided a more natural and robust environment for human action recognition. 

From the variable SE! or variable action mode, global motion properties are extracted. We 

- recognized different daily human actions successfully in the indoor environment as well as 

in the outer environment. 

In this thesis we have considered some assumptions that make the recognition of human 

actions a challenging task. We recognized human actions in individual and arbitrary 

views. The action recognition rate might not be extremely higher but it was shown that we 

recognized actions from any view rather than a set view. Here we have used two databases 

namely, KUGD[3 and KTHDB. We mainly used multi-class SVM for each action. 

With global motion features, the action recognition became sparse and flexible and it can 

- j he adapted to practical applications of human movement, human action recognition, and 

so on. We did not use a huge number of image sequences for learning incase of lack of 

image sequences, since a few number of sequences were adequate for modeling and 

recognition actions. Moreover, by detection of period or duration of an action from image 

sequence, we need not considered all frames in the image sequences. 

Despite of robustness we faced the problem of recognition in actions. This happened when 

two or more actions had similar body silhouett'e maps and global motion variation was low 

over long image frames. Due to 2-1) representation of human actions the current limitation 

is the direction of action, for example, sitting on a chair or standing from a chair showed 
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the same recognition result. Slow running and walking could not be distinguished. Our 

future work will include the precise detection and recognition of action in more 

complicated situationS. 

I 
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