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Abstract 

The wake flow behind the car presents the major contribution to a car drag. The flow over 

a car body is very complex. Hence MOVA consortium partners agreed to study the 

vehicle shape employed by Ahmed and Ramm (1984), known as Ahmed body. The 

aerodynamic drag of the body has great impact on the fuel consumption by a car. So for 

economic and for environmental reasons also drag reduction is very important. The CFD 

model is used to investigate and for the better understanding of the aerodynamic behavior 

of the flow in the surrounding area of the vehicle. 

The development of a good CFD model depends firstly on investigating and selecting the 

best grid configurations. In this simulation experiment the total element count after final 

refinement was within an acceptable limit 1.7 to 2 million grids. The performance of a 

CFD model is not only depends on the number of grids but also on the turbulence model 

chosen for the simulation. Sometimes on the basis of the turbulence model chosen it is 

also required to select the roughness height. 

For the above mention purpose in this simulation study it has been found that a total of 

1.7 million grids are suitable and acceptable. To select this number grid dependence test 

is performed. To choose the turbulence model a comparison among different turbulence 

models is done. On the basis of Azad et al. (2012) the k-a model, which is better suited, is 

chosen for the simulations. As k-a model has dependence on the roughness height it was 

required to choose also. A further study is done to find it and the findings are published. 

Azad et al. (2013) has shown the results and according to them the selection of the 

roughness height as 0.0002m is the best choice. 

Out of the two strategies active and passive, a passive strategy is chosen to reduce the 

drag over the Ahmed car body. To manipulate the flow insertion of grooves has been 

considered. The grooves are placed at the top, at the slant, at the top and slant, and at the 

rear surface of the body. 

The drag, after modeling the Ahmed body, is then calculated using ANSYS-1 1. The 

results thus obtained are compared with the results obtained by Lienhart et al. (2000). It 

has been found that overall drag has reduced. 
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Chapter 1 

1.0 INTRODUCTION 

1.1 Research Background and Motivation 

1.1.1 History of Vehicle Aerodynamics: A General Background 

There are many interesting phenomena appearing in the laminar flow with the growth of 

Reynolds number. For some value RCcrit, the disturbance introduced into flow, instead of 

being damped, becomes amplified. The flow became unstable and this value of Reynolds 

number is called critical. Flow stability analysis is usually performed for simple 

geometries. The nonparallel flow formulation extends the validity of the analysis to 

general flow. Study of vehicle aerodynamics first began during the earlier part of the 20th 

century and has continued up until the present day. During the earlier part of the 20th 

century, vehicle aerodynamics study was associated with vehicle performance, Hucho 

(1998). Drag reduction, more efficient engine technology and weight reduction, becomes 

the primary design goals for vehicle engineers and designers around the world in the 

1960's to 1980's. Average drag coefficient for typical cars dropped substantially from 

around 0.5 in the 1960's to typically 0.3 in the late 1980's and mid 1990's Hucho (1998), 

Wathkins and Alam (2012). At low speeds the main source of drag is the rolling 

resistance. To achieve high vehicle performance, much of the attention focuses on 

lowering the vehicle drag coefficient (CJ)), which accounted to about 75% to 80% of total 

r motion resistance at 100kni1h, Hucho (1998). However, in the latest part of the 20th 

century, during the oil crisis of 1973-1974, the focus on vehicle aerodynamics study 

shifted towards lowering the drag coefficient in order to produce vehicles with better fuel 

economy, Hucho (1998). The trend shifted again in the early 1990's especially in North 

America where a low fuel price coupled with the increased popularity of light trucks and 

sport utility vehicles have, reduced the importance the need on research to reduce drag coefficient, 

Georgeet al. (1997). 

According to the conclusions of International Energy Agency in World Energy Outlook 

2007, the gas emissions with greenhouse effect will increase close to 57% in 2030 with 

strong effects on the environment and the climate. 
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The human activities became main cause of the increase of the greenhouse gases efThct 

and average global temperature. The activities included the transportation sector where 

the growth number of automobile is rapidly increasing and make the fuel consumption 

increases as well. It tends to create harmful effect on the environment because it increases 

air pollution in the world. Based on these problems it has become a must for automobile 

industry in the word to immediately create an environmentally friendly automobiles and 

efficient in fuel consumption. 

Fuel consumption of automobile is rclatcd to its aerodynamics drag, and the magnitude of 

aerodynamic drag is highly influenced by separation flows around its shape. Meanwhile, 

the flow around a traveling automobile is complex and presents nonlinear interactions 

between different parts of the automobile so that many research institutions and industrial 

laboratories have been focusing their investigations automotive aerodynamics with 

numerical studies, Gad-El-Hak (1996). It is necessary to modify locally the flow, to 

remove or delay the recirculation zone at the back end of the separated swirling 

structures. This can be mainly obtained by controlling the flow near the wall with or 

without additional energy using active or passive devices, Fiddler and Femholz (1990). 

Harinaldi et al. (2011) worked on the reversed Ahmed body; they used an active flow 

control solution by suction and blowing to reduce the aerodynamic drag. The maximum 

drag reductions associated with these modifications are close to 15.83%. 

The optimization of vehicle, shapes and the incorporation of commonly used passive 

control devices have already brought about a significant aerodynamic drag reduction 

(from C= 0.45 in 1975 to C = 0.35 in 1985, C being the average drag coefficient), 

Hucho (1998) and Gad-El-Hak (1996). The need to further reduce fuel consumption and 

provide automobile designers with more creative liberty is prompting the automobile 

industry to develop innovative active flow control solutions. Such solutions Glezer and 

Amitay (2002) use an external energy source to modify the topology without necessarily 

modifying the shape of the vehicle. Different control techniques have been analyzed in 

university and industrial laboratories and significant results have been obtained on 

academic geometries, Glezer and Amitay (2002). Continuous suction and or blowing 

solutions offer a promising alternative, Kourta and Vitale (2008) and seen well- adapted 

to the automobile context, Gillieron et al. (2002). For example, the efficiency of a suction 

system in controlling the separation of the boundary layer has been highlighted 

experimentally on a cylinder by Bourgois and Tensis (2003) and Fournier et al.(2004). 

2 



The results indicate that significant drag reductions, close to 30%, are obtained by 

moving the flow separation downstream. Similar results are obtained by Roumeas et al. 

(2005) on a simplified 2D fastback car geometry. In this case, the drag reduction is 

associated with the elimination of the separated layer on the rear window when suction is 

applied. 

Many active control techniques which have been developed by focusing on local 

intervention in wall turbulence deal with steady blowing or suction, Kogstad (2000), Park 

and Choi (1999), and Sano and Hirayama (1985). A blowing devices installed in an 

ONERA D profile can shift or even prevent the flow separation to occur, Evanic and 

Gillieron (2004). A local suction system located on the upper part of the rear window is 

capable of eliminating the rear window separation on simplified fastback car geometry. 

Bruneau et al. (2007) has used passive strategies for flow manipulation around the Ahmed 

body. Aerodynamic drag reductions close to 17% have been obtained, Roumeas et al. 

(2009). 

However, to be practically implemented in controlling the flow separation in the 

automotive application the passive control methods still need further comprehensive 

investigations to obtain some fundamental insights of the governing mechanism of 

separation control. Hence, the current investigation was a part of a long-term fundamental 

investigation to develop a passive control to the turbulent flow separation which is a 

fundamental phenomenon governing the aerodynamics performance of vehicle body. In 

this study, the Ahmed Car Body is modeled. 

The wake flow behind the car is the major contribution around a car body and is 

responsible for creating severe problems to numerical prediction and experimental study 

of the flow. The location at which the flow separates determines the size of the separation 

zone, and consequently the drag force. Clearly, a more exact simulation of the wake flow 

and of the separation process is essential for the correctness of drag predictions. 

1.1.2 Ahmed Body 

A real- life automobile is a very complex shape to model or to study experimentally. 

Therefore the "Models for Vehicle Aerodynamics" (MOVA) consortium partners (TU 

Delfi, University of Manchester, LSTM. Electricite dc France, AVL List, and PSA 

-I 



Peugeot Citroen) agreed to study the vehicle shape employed by Ahmed (1984), known 

as the Ahmed body, Lienhart et al. (2000). 

Figure 1.1 (a, b): Geometric presentation of the body with 25°  slant angle 

The geometry of body is shown in Fig.l.1 (a, b). Al! the geometric quantities are 

normalized with the body height H=0.288m. The values of the geometric quantities are 

lr/'H2.928, G/H=-0.697 and W/H=1 .35, where ir is the length from the beginning of the 

slant to the front, G is the length of the slant region and W is the width of the body. The 

front part is rounded with a radius of R/H=0.347in the plane, y=0 and z=0. The body is 

lifted from the floor, producing a ground clearance of C/H =0. 174 on the four pillar. The 

center of the both front pillars are located at a distance of 0.753H from the front face of 

the body The center of the both back pillars are located at a distance of 1.632H from the 

front pillar center. The distance of front two pillars' center is 1.135H. Radius of the all 

pillars is 0.052H. The ground plane is z 0 and x =0 and y = 0 are at the position of the 

rear vertical surface and the symmetry plane of the body. The slant angle is taken as 25°. 

1.1.3 Airflow Around a Ground Vehicle 

Analysis of flows around a ground vehicle however, presents a different problem. In 

contrast to a streamline body of an aircraft, ground vehicle can be tired as a bluff body. 

The streamline feature of an aircraft causes airflow around it to be nearly two-

dimensional. This results in airflow around the aircraft to be fully attached over most of 

its surface, Barnard (1996). On ground vehicle, the flows are strongly turbulent and three 

dimensional with steep pressure gradients, Ahmed (1998). According to Alam (2000), 

ground vehicles operate in the surrounding ambient turbulent wind that almost constantly 

present. This is different for aircraft since they travel above the turbulent atmospheric 

boundary layer. Furthermore, road vehicles can also travel at various high yaw angles 

depending on the nature of cross wind. Traveling at various yaw angles causes increased 

separated flow on the leeward side of the vehicle, adding more complexity to the flow 

91 
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field. Airflow movement around the vehicle starts from the front. According to Barnard 

(1996) the airflow movement will cause the development of boundary layer close to the 

vehicle wall surface. The boundary layer thickness will increase as the airflow movement 

progressed around the vehicle. Barnard (1996) classified the boundary layer generation on 

the vehicle wall surface into two stages, laminar and turbulent. During the initial stage, 

boundary layer flow exists in a laminar form. Near the front edge of the vehicle, with in 

boundary layer due to viscous effect layer closed to the vehicle wall surface will have 

more fractions and that will cause the outer air layer moving faster than the inner one. 

This will slow down the flow. The slowing effect spreads outwards and the boundary 

layer gradually becomes thicker. According to Barnard (1996), on most ground vehicles, 

the laminar boundary layer does not extend for much more than about 30 cm from the 

front. Further downstream to the flow, instability develops and a transition to a turbulent 

flow takes place. In the turbulent boundary layer, the flow is still streamlined in the sense 

that it follows the contours of the body. The turbulent motions are still of very small 

scale. In the turbulent boundary layer, eddies are found (groups of air molecules) 

resulting in rapid mixing of fast and slow moving masses of air (turbulent diffusion). The 

turbulent mixing will then move further outwards from the surface. However, very close 

to the surface within a turbulent boundary layer flow, a thin sub layer of laminar flow still 

exists. An important differences between the flow mechanisms in the laminar and 

turbulent flow is that in laminar flow, the influence of the surface is transmitted outwards 

mainly by a process of molecular impacts, whereas in the turbulent flow the influence is 

spread by turbulent mixing. 

In the turbulent boundary layer, some of the energy is dissipated in friction, slowing 

airflow velocity, resulting in a pressure increase. If the increase in pressure is gradual, the 

process of turbulent mixing will cause a transfer of energy from the fast moving eddies in 

the turbulent boundary layer. If the rate of change in pressure is too great, for example in 

sharp corners, the mixing process will be too slow to push the slower air molecules 

moving. When this happens, the boundary layer flow stops following the contours of the 

surface, resulting in separation. Air particles downstream of the separation region will 

then moves towards the lower pressure region in the reverse direction to the main flow. 

This is known as an adverse pressure gradient. At downstream of the flow, the separation 

region will reattach. The point between the region of separation and rcattachment, where 

air is circulating is called the 'separation bubble'. Separation will normally occur if the 
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resultant flow encounters a sharp edge. It is always important for ground vehicles to have 

smoothly rounded edges everywhere. Each type of separation can form a separation 

bubble zone either by reattaching itself downstream to the flow or it can be transformed 

into a wake, which recirculate frequently. 1-lucho named this frequent circulation as 'dead 

water' zone, a term used in navel architecture. Farabee (1986) pointed that the length of 

the separation bubble can be up to 100 timed its height. Separation bubble zone happens 

normally on area in front of the windshield and on the side of the fenders while "dead 

water" zone normally happens on the rear surface of the ground vehicle. 

The effect of separation and reattachment dominates most of the ground vehicle surface 

region. According to Ahmed (1998), vehicle aerodynamics operates mainly in the 

Reynolds number region in excess of I 0". Typical areas around the vehicle that exhibit 

small region of separation are the body appendages such as the mirror, headlights, 

windshield wipers, door handles and windshield junction. Larger flow separation regions 

around the vehicle include the A-pillar, body underside, rear body of the vehicle and in 

the wheel wells, Hucho (1998). In a similar perspective, Ahmed (1998) defined the 

airflow as three dimensional with steep pressure gradients and having regions of 

separated flow. 

Although airflow around a ground vehicle exists predominantly in three-dimensional 

form, Hucho (1998) indicated that a quasi two-dimensional flow types also exist. The 

quasi two-dimensional type flow separates on the edge running perpendicular to the local 

direction of flow. The separation causes vortices to roll up with their axes almost parallel 

to the separation line. Turbulent mixing dissipates most of their kinetic energy making 

their development as continuing free trailing vortices, often weak and even untraceable. 

The quasi two-dimensional flow often occurs around areas such as the hood front edge 

and the front part of the vehicle windshield. Furthermor, according to Hucho (1998), the 

second type of separation normally occurs at edges around which are flows at some angle. 

According to Hucho, the air stream then forms a cone-shaped helical vortex. The regions 

where these vortices tend to be generated most are behind the A and C pillars on a car. 

The axes of these vortices run essentially in the stream wise direction, The three 

dimensional vortices are very rich in kinetic energy and this containment in kinetic 

4 energy are determined by the ground vehicle geometrical conditions. 



1.1.4 \'chick Aerodynamics: Numerical and Computational Evaluation 

Methods 

Numerical evaluation methods involving vehicle aerodynamics can be done either 

analytically or by using Computational Fluid Dynamics (CFD). Analytical methods in 

solving airflow behavior realistically can be done on simple generic type flow problems 

in either two-dimensional or three-dimensional form. As airflow behavior gets more 

complex when subjected to flow around complex geometrical domain or bluff bodies, 

(with the presence of turbulence or compressibility effect), solving airflow properties 

cannot be done analytically. This is because in order to obtain its complete turbulent and 

aerodynamic properties, full unsteady Navier-Stokes (taking into account inertia, viscous 

and pressure forces) together with the continuity equation (mass conservation) need to be 

solved. However, obtaining a direct numerical solution of Navier-stokes equations are 

still not yet possible even for modern day computers. The main reason being that grid 

positions needed for a typical CFD model to be solved are Re9"4. For a typical flow with 

Reynolds number of 106,  it will take the computer to generate and solve equations for 

3.]6xlO'3  gird points. This is far beyond the reach of even the most state of the art 

supercomputers available in the world today. In order to come up with a comparable 

solution, steady or time averaged Navier-stokes equation is used (called Reynolds 

Average Navier-stokes equation RANS) together with turbulence model, developed to 

take into closure problems involving Reynolds stresses resulting from the time averaging 

process 

CFD approach for turbulence modeling was first intended for the aerospace community in 

the 1960s and 1970s (Anderson, 1995). In the early development stage of CFD for 

automotive applications, codes were expected to provide actual quantitative data that is 

similar to measured wind tunnel data. Knowing that this is not yet possible, present use of 

CFD in automotive are used to provide information about flow characteristics and 

phenomena, which dictates aerodynamic performance. However, the ultimate goal in 

CFD is to obtain model of flow as actual as possible and current and future research on 

CFD is ongoing in order to achieve that goal. Furthermore, current applications of CFD in 

the automotive industry are determined by economic viability. To be economically viabJe, 

the codes should be able to simulate the correct physics of the flow and at the same time 

achieve computational turnaround time that is the same or less than that of a wind tunnel 
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test cycle time. Ahmed (1998) has showed that for a typical vehicle, current testing time 

taken in a wind tunnel in order to achieve desired level of CD  reduction has increased. 

This will be an expensive exercise for automobile manufacturers. With the reduction on 

computational cost, aerodynamic simulation by using CFD, being run at a faster 

turnaround time will only be at a fraction of the cost. 

However, this will only put more demand on the current performance of computers speed 

and memory. These are due to several factors: 

• An increase in sophistication of flow physics modeled. 

• An increase in modeled geometries complexities. 

• An increasing number of multidisciplinary approaches of flow simulation. 

These increases in computational demands are intended in achieving the ultimate goal 

'fluid flow realism', in CFD simulation as mentioned earlier. A much more complex 

three-dimensional vehicle geometries are now being used in automotive CFD simulation 

coupled with high grid density to achieve better flow resolution. Usually this also leads to 

a more accurate and realistic flow simulation. In an unsteady three-dimensional flow, a 

doubling of grid density (to double the accuracy) results in a (with three space coordinates 

and a time dimension) sixteen-fold increase in computation effort. In addition, better CFD 

post processing flow visualization effect such as colour-coded pressure distributions over 

the entire body surface and observation of particle traces in real time animation also puts 

extra demand on computer speed and memory. 

-11 1.1.5 Turbulence 

Turbulence in a fluid refers to three dimensional, unsteady motions of particles that are 

practically in chaotic maimer. It appears in the flow field as a random process that is 

completely unpredictable. This is quite in contrast with the laminar state, where flow is 

apparently uniform and well-behaved. In a large variety of applications, it is possible to 

identify a base flow that is reasonably well-behaved and superimposed on which are 

random fluctuations in flow properties. 

Turbulences have their great importance in computational fluid dynamics (CFD). The 

understanding of the physics of turbulence is critical and many different models have 

evolved to explain them. Sometimes the turbulence models are validated through vehicle 

aerodynamics. For many years computers have been used to solve fluid flow problems. 
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Numerous programs have been written to solve either specific problems, or specific 

classes of problems. In the mid-1970s general purpose CFD solvers were started to 

develop. Recent advances in computing power, together with powerful graphics and 

interactive 3D manipulation of models have made the process of creating a CFD model 

and analyzing results much less labor intensive and reducing time. Robust solutions of the 

flow field can be achieved through advanced solvers that contain algorithms which enable 

to solve the problem in a reasonable time. 

1.1.6 Some Important Types of Flows 

Laminar and turbulent flows: A flow, in which each fluid particle traces out a 

definite curve and the curves traced out by any two different fluid particles do not 

intersect, is said to be laminar. On the other hand, a flow, in which each fluid particles 

does not trace out a definite curve and curve traced out by fluid particles intersect, is said 

to be turbulent. Practically in turbulent flow the fluid velocity varies very rapidly in an 

irregular maimer. In other words, turbulence in a fluid refers to three dimensional, 

unsteady motions of particles that are practically in chaotic manner. Turbulent fluid 

motion is an irregular condition of flow in which the various quantities show a random 

variation with space and time coordinates, so that statistically, only distinct average 

values can be discerned (Hinze, 1959). The origin of turbulence lies in a region in the 

physical or parameter space adjacent to the laminar regime and is called as the transition 

region. 

Steady and unsteady flows: A flow in which properties condition (P, say) associated 

with the motion of the fluid are independent of the time so that the flow patterns remain 

unchanged with respect to time, is said to be steady. On the other hand, a flow, in which 

properties and conditions associated with the motion of the fluid depend on the time so 

that the flow pattern varies with time, is said to be unsteady. 

Homogeneous isotropic turbulence: The peculiarity of turbulence is that its behavior 

in different scales- both of time and of space is different, and it has been amply 

demonstrated that the smaller scales demonstrate a considerable degree of isotropy, for 

they are less affected by the boundaries of the flow. Homogeneity, again though rare in 
Jr the large scale, is often present in the smaller scales. So the study of homogeneous 

isotropic flows is not altogether wasted even if we consider real flows. Homogeneity is 



really a contraction of 'spatial homogeneity' and indicates that mean properties do not 

vary with absolute position in a particular direction. 

1.1.7 Consequences of Turbulence 

A majority of engineering flows are turbulent; natural flows are invariably so. The 

presence of velocity fluctuations greatly enhance transfer rates of mass, momentum and 

energy and create effects that cannot be explained in intuitive terms. Heat transfer from a 

surface greatly increases if the flow is turbulent. Free stream turbulence or a turbulent 

boundary layer can delay flow separation on bluff objects and substantially lower drag. 

One of the harmonics of velocity fluctuation can induce resonance in structures exposed 

to flow by locking on to its natural frequency. Even otherwise, turbulence can induce 

vibrations, a phenomenon of great concern to aerospace engineers. The state of flow in 

rivers, oceans and atmosphere of our planet is turbulent, as a rule. Hence, all associated 

problems such as soil erosion, migration of marine life, dispersion of pollutants and to 

some extent, atmospheric convection are dependent on the structure of turbulence. 

1.1.8 Physics of Turbulence Motion 

Turbulence in fluids must satisfy the laws of classical physics, namely conservation of 

mass, Newton's second law of motion and conservation of energy. The fact that 

turbulence is chaotic shows that these constraints are not sufficiently strong to generate a 

unique flow field. Recently it has been originated to analyze turbulence as the result of a 

sequence of bifurcations of a low order dynamical system that is governed by a system of 

first order non-linear ordinary differential equations. These research initiatives throw light 

on details of physical processes observed in turbulent flow fields. An understanding in 

terms of turbulence physics is quite useful in evaluating models or developing new ones. 

1.1.9 Numerical Computation of Turbulent Flows 

The problem of calculating turbulence can be seen as part of the more general field of 

computational fluid dynamics (CFD). CFD is extensively concerned with the numerical 

representation and computation of the partial differential equations which govern the 

motion of real fluids. The subject tends to divide into two areas: the development of 
1 

numerical methods, and the creation of algorithms to implement these methods. At the 

same time, progress in CFD must necessarily depend on developments in computing 
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process. In particular, we should perhaps mention the growing use of concurrent 

computer architectures, which offer large increases in memory and speed. In the present 

day various type of turbulence models develop for simulating turbulent flows. 

1.1.10 Vortex or Rotational Motion 

Rotational motions differ from potential flows in that, as the name applies, all particles of 

the fluid or at least part of them rotate about an axis which moves with the fluid. Potential 

flow, on the other hand, is irrotational by definition. 

1.1.11 Vortex Stretching 

High levels of fluctuating vorticity are characteristic of all turbulent flows. This fact taken 

in conjunction with the historical development of fluid dynamics as a subject very much 

concerned with vortex motions, made it natural to interpret turbulence in terms of vortex 

stretching. Conservation of angular momentum (per unit fluid mass) can then be 

expressed in form 

w12r = Constant 

where r is the radius of the vortex tube. Therefore, as r decreases under the influence of 

the extensional gradient, the angular velocity (proportional to w) will increase, and 

accordingly the energy (ar)2  associated with scale r will also increase. Hence energy is 

transferred to the small scales. 

1.1.12 Body and Surface Force 

In the study of fluid dynamics we distinguish between two types of forces acting on a 

fluid element, namely, body forces and surface force. The body forces are distributed 

throughout the volume of the body, and these are usually expressed as 'force per unit 

mass of the element'. Examples are gravity and inertia forces. A force acting over the 

surface area is called the surface force. Surface force arises due to the action of 

surrounding fluid on the element under consideration through direct contract. 

1.1.13 No slip Condition 

This is the most common type of wall boundary condition. A real fluid, the existence of 

intermolecular attractions causes the fluid to adhere to a solid wall and this gives rise to 
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shearing stress. The inner layers of a real fluid transmit tangential and normal stresses. On 

the boundary between a perfect fluid and a solid wall there exists a difference in relative 

tangential velocities i. e. there is slip. The existence of tangential (shearing) stresses and 

the condition of no slip near solid walls constitute the essential differences between a 

perfect and a real fluid. The real fluids have a zero velocity at the walls and hence they 

cannot slip at the boundary wall. This is known as no slip condition. 

1.1.14 Boundary Layer Theory 

Prandtl's boundary layer theory: For convenience, consider laminar two-

dimensional flow of fluid of small viscosity (large Reynold's number) over a fixed semi-

infinite plate. It is observed that, unlike an ideal (non-viscous) fluid flow, the fluid does 

not slide over the plate, but "sticks" to it. Since the plate is at rest, the fluid in contact 

with it will also be at rest. As we move outwards along the normal, the velocity of the 

fluid will gradually increase and at a distance far from the plate the full stream velocity U 

is attained. However, it will be assumed that the transition from zero velocity at the plate 

to the full magnitude U takes place within a thin layer of fluid in contract with the plate. 

This is known as the boundary layer. 

importance of Prandtl's boundary layer theory in the fluid dynamics: Although 

the boundary layer is thin, it plays a vital role in fluid dynamics. It has become a very 

powerful method of analyzing the complex behavior of real fluids. The concept of a 

boundary layer can be utilized to simplify the Navier-Stokes equations to such an extent 

that it becomes possible to take many practical problems of great importance. The drag on 

ships and vehicle the efficiency of compressors and turbines in jet engines, the 

effectiveness of air intakes for ram-and turbojets and so on depend on the concept of the 

boundary layer and its effects on the main flow. The boundary layer theory is able to 

predict flow separation. It can explain the existence of a wake. There exist a viscous 

stress on the boundary region and it acts in the direction of flow. 

Boundary layer thickness: The boundary layer thickness is defined as the elevation 

above the boundary which covers a region of flow where there is a large velocity gradient 

and consequently non-negligible viscous effect. 

The boundary-layer thickness 
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where U is the velocity of the outer flow. p is the density, It is coefficient of viscosity 

andx is the length of the plate. 

Displacement thickness: Because of viscosity the velocity on the vicinity Of the plate 

is smaller than in the free-flow region. The displacement thickness is that distance by 

which the potential field of flow is displaced outwards as a consequence of the decrease 

in velocity in the boundary. 

The displacement thickness 61  
= 5 (i - dv 

Momentum thickness: It is defined by comparing the loss of momentum due to wall-

friction in the boundary to the momentum in the free flow region. The loss of momentum 

in the boundary layer as compared with potential flow is given by p f u(U, - u)dv. 

The momentum thickness 62 = 
CC 

---- (i 
- -a-) dvE"x . 

The energy thickness: There is always a loss in energy because of the viscosity of the 

fluid. The loss of kinetic energy in the boundary layer at a distance y from the plate is 

p(U2 - u2), The energy thickness 63  is defined as 

63  =f -(i — f- )ay. 

1.1.15 Kolmogorov Hypothesis 

Kolmogorov realized that the geometry and anisotropy of a flow-field will influence only 

the large scales (low wave number) of turbulent flow. The small scales of the flow will be 

less affected by the gross features of the flow and more influenced by the interaction 

between small eddies in the turbulent field. The statistics of this interaction will be 

approximately in equilibrium because even if the large scales are evolving in time the 

small eddies having much smaller time-scales will quickly settle into a quasi-equilibrium. 
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Taking the argument one step further we see that the statistics of the small scales being 

independent of the large scales of the flow and also being independent, by virtue of the 

equilibrium state, of the inertial conditions of the flow can therefore depend only on the 

energy dissipation rate c and the viscosity v, for viscous dissipation is inherently small-

scale phenomenon. Using these broad physical arguments Kolmogorov postulated his 

first hypothesis: At sufficiently high Reynolds numbers there will exist a range of high 

wave numbers in which the turbulence is in a state of statistical equilibrium influenced 

only by the parameters c and v (energy dissipation rate s and viscosity v). 

1.1.16 Some Important Non dimensional Quantities 

Reynolds number, Re: It is the most important parameter of the fluid dynamics of a 

viscous fluid. It represents the ratio of the inertia force to viscous force a and is defined as 
p.  

Re = inertia force /viscous force = pU2 L2/.tUL= ULI19 

where U, L, p, t and 0 are the characteristic value ovelocity, length, density, coefficient 

of viscosity or coefficient of dynamic viscosity and coefficient of kinematic viscosity of 

the fluid respectively. When the Reynolds number of the system is small the viscous force 

is predominant and the effect of viscosity is important in the whole velocity fluid. When 

the Reynolds number is large the inertia force is predominant, and the effect of viscosity 

is important only in a narrow region near the solid wall or other restricted region which is 

known as boundary layer. If the Reynolds number is enormously large (Re?2000), the 

flow becomes turbulent. A critical Reynolds number Re = 5x 105 is visible in the drag 

coefficient CD (Re) of a fiat plate at zero incidence. For Reynolds numbers which are 

smaller than Re 1.j, the flow past the plate is laminar: and above Re 1  the flow past the 

plate is turbulent. 

Prandfl number, Pr: The Prandtl number is defined by 

Pr = p.gc/k, 

which is the ratio of kinematic viscosity to the thermal diffusivity, 

where c, is the specific heat at constant pressure and k is the conductivity. Evidently Pr 

depends only on the properties of the fluid. For air Pr = 0.7 approx. and for water (at 

60°F) Pr 7 approximately. 
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(c)Mach number Ni: The mach number M is defined by M = q/a, 

where q is the velocity of flow and a is the velocity of sound. Mach number is also 

expressed in terms of the ratio of inertia force and the elastic force. When the Mach 

number is small (i. e., M<< 1), the fluid can be taken as incompressible. On the other 

hand, if Mach number is nearly one or greater than one, the fluid will be taken as 

compressible. 

(d) Euler number Eu: Eu -= pressure force / Inertia force = P/V2 p 

where P. V and p are the characteristic pressure, characteristic velocity and density 

respectively. When the pressure force is the predominating force, Euler's number must be 

the same for dynamic similarity of two flows. 

1.1.17 Grid Points 

To compute a turbulent flow by directly using the Navier- stokes equations would require 

us to use approximately Re314  grid points in each direction and about Re time-Steps. So 

for a typical Reynolds number of 106  we would need more than 10000 grid points in each 

direction (or a total of 1012  grid points for a three dimensional calculation) and more than 

1000 time-steps to get a reasonable simulation of the flow. 

1.1.18 Turbulence Modeling 

Generating turbulence infonnation by solving the full Navier—Stokes or Reynolds-Stress 

equations remains incomplete at the time. Instead, analysts resort to approximate 

approaches, called as modeling. Turbulence modeling is based on the assumption that the 

real flow field may be substituted by an imaginary field of mathematically defined 

continuous functions. These functions usually represent physical quantities measurable in 

the flow field. Many turbulence modeling techniques deal with approximation to the 

Navier-Stokes or Reynolds-Stress equations. Any model, up to some extent can be 

analytically derived from Reynolds- stress equations. The main goals of turbulence 

modeling are: develop a set of constitutive relations valid for any general turbulent now 

problem; yield sufficiently reliable answers and offer a degree of universality sufficient to 

justify their usage in comparison to cheaper, less general methods or to more expensive 

but potentially more reliable methods. 
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Early work on modeling turbulence was attracted by Ncwtons law of viscosity. An eddy 

viscosity a new property of turbulence was introduced and specified for different 

turbulent flows. Many simple models based on the eddy viscosity concept, particularly 

Prandtl mixing length models were developed to predict the mean velocity profiles in 

turbulent flows. These models continue to be in use because of their simplicity and 

sufficient accuracy in determining global quantities such as boundary-layer thickness, 

wall shear stress and point of separation. Use of these models produced analytical 

solutions for many simple engineering problems. Advanced engineering applications 

require identification of structures and calculation of statistical parameters, spectral 

functions, Reynolds stress distribution and turbulence heat and mass flux distributions. 

The model that must then be selected depends on the level of detail to be captured by the 

solution. 

1.1.19 Drag Coefficient 

The drag experienced by a plate is purely friction drag. This can easily be determined 

from the equation given below. 

I) = bJ r(x)dx 

From the equation (1) we get the drag of one side of the plate, where b is the width of the 

plate and / its length. Now the local wall shear stress is 

- 

= = = O.332tU (1.2) 
~2m- VX 

where f." is the characteristic value for the boundary layer on a flat plate at zero 

incidence. The skin-friction coefficient in the equation 

C 
pV 2 

(1.3) 

With the reference velocity U.  it becomes 

C - 
2r(x) 

- 
0.664  

pU 2 
(1.4)  
  

where the Reynolds number formed with the length x has been used: 
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Re x = -- (1.5) 

If we want to estimate the value of drag coefficient in the usual manner, then we use the 

following equation: 

2D 
= 2 

(1.6) 
pUbl 

where the wetted area bi serves as a reference area. 

1.1.20 Roughness Height 

The roughness height is the height of the surface irregularities for uniform sand grain 

roughness, or a mean height value for non-uniform sand- grain roughness. All surfaces in 

technical applications like the surface of a car are rough with a deviation in roughness 

height. We have it even for very smooth surface. In most CFD program a standard 

roughness is set. But if we have a much rough surface like sand corn size we have to 

modify the wall functions for the turbulence model with the right roughness height. 

1.1.21 Computational Fkiid Dynamics CFD 

Computational Fluid Dynamics CFD is a computer- based tool for simulating the 

behavior of systems involving fluid flow, heat transfer, and other related physical 

processes. It works by solving the equations of fluid flow (in a special form) over a region 

of inter the history of CFD. 

1.2 Research Objectives 

In this study the flow behavior will be studied around the Ahmed car body. Ahmed car 
body has been considered to investigate the flow patterns around it to understand the drag 
behavior and its possible reduction. To achieve this goal the objectives of this study are as 
follows: 

To test various turbulence models namely, k-E, k-o, Shear Stress Transport 
(SST) and Baseline k-omega (BSL) in order to find out which model gives the 
more accurate results. 

To test the effect of roughness height of the Ahmed car body. 

To use passive strategies for drag reduction. 
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1.3 Thesis Outline 

The thesis titled 'CFD Modeling of a Modified Ahmed Car Body for Reduced Drag' will 
Ar 

be presented in five chapters. The Chapter 1 is naturally introduction, in which research 

background and motivation along with research objectives are presented. Research 

background and motivation contains history of vehicle aerodynamics; air flow around a 

ground vehicle, including Ahrned body; vehicle aerodynamics, different types of flow, 

turbulence and many other fundamental topics related to the research. 

The literature review is presented as Chapter 2. In literature review a total of 23 articles 

are discussed. That has been presented in the chronological order. 

The title of Chapter 3 is methodology. In this chapter discussion about the CFD software; 

model geometry; transport equation, boundary conditions and solution procedure are 

presented. Special attentions are given on the different turbulence models and some 

turbulence models are discussed in this chapter. 

Chapter 4 contains results and discussion. Here the parameter chosen for the studies is 

discussed in 'code validation'. The dependence of the results on the number of grid is 

presented in this chapter as 'grid dependence test'. To reduce the drag we have proposed 

to introduce grooves at different positions over the body which is of course basically a 

passive strategy. A total of 30 cases are studied with different number, shape and position 

of grooves that provides different drags. 

Finally the conclusion of the studies is presented in Chapter 5. 

References, list of tables, list of figures, abbreviations and acronyms and nomenclatures 

are presented separately. 
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Chapter 2 

2.0 LITERATURE REVIEW 

Over the years, research studies concerning vehicles aerodynamics have focused mainly 

in understanding the mechanics of airflow behavior when exposed to various vehicles. 

Research studies conducted are predominantly using experimental and numerical method 

or a combination of both. 

Fricke and Stevenson (1968) and Fricke (1971) conducted studies on pressure 

fluctuations on separated flow and concluded that the wall pressure fluctuations of 

subsonic separated flow are an order of magnitude higher than those beneath a boundary 

layer and that the source of wall pressure fluctuations is in the shear layer above the re-

circulating flow, close to the reattachment point. This was different to the findings of 

Mohsen (1967) in which he discovered that maximum pressure fluctuations occur near 

the reattachment region of the flow. 

Watanabe et al. (1978) experimented with a slanted angle A-pillar model that showed a 

conical vortex structure generated behind the A-pillar region. High-pressure region 

centered at the vortex core with intense pressure distribution being strongest at the A-

pillar base and area close to the A-pillar (Cp values is around -2.0). The vortex flow grew 

weaker as it rotates further from the A-pillar base, particularly around the roof region, 

next to the A-pillar (Cp values is around -0.7). 

Simpson (1987, 1989) explained that the effective pressure fluctuations of vortex flow 

might be near the locus of maximum shear stress position of the separating turbulent 

boundary layer. The large-scale motions produced in the vortex flow separation do not 

contribute much to the turbulent shear stresses. It only changes the mean flow-field to 

produce low frequency pressure fluctuations at the low Mach number. 

Bearman et al. (1989) conducted several experimental tests with numerical type 

validation of a passenger car and simplified scale models. The tests were carried out to 

examine the effect of vortices generation in vehicle under wind yaw condition while 

exposed to wind of 20m1s. A maximum yaw angle of 20°  was investigated with increment 

of 5°. It was observed that the effect of vortex increases at higher yaw angle in the 

leeward region of the car with sudden escalation after 10°. It was not mentioned in the 
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paper about the windshield angle and radius used in the experiment. When surface 

pressure measurements were taken on the surface of the A-pillar region (did not mention 

where exactly) at 0°  yaw, it was found that minimum Cp was between -1.4 and -1.5. In 

addition it was stated that the A-pillar region of flow were highly unsteady and the vortex 

strength kept changing with time. 

Popat (1991) experimented on effect of windshield angle on A-pillar vortex. Popat noted 

some Reynolds number sensitivities at different A-pillar slant angle except for when the 

inclination angle is at 60°. Popat noted in his thesis three stage of vortex formation at 

different A-pillar slant angle with only bubble separation occurring below 200, vortex-

bubble separation occurring between 300  to 40° and fully developed conical vortex 

occurring between 500to 60°  slant A-pillar angle, which is what normally experienced on 

a normal production car. Popat concluded that the critical angle at which peak mean and 

fluctuating pressure values occurred at 40° inclination. 

Nienaltowska (1993) studied the flow behind the A-pillar at various velocities and 

measured pressure and velocity fluctuations at points away and perpendicularly from the 

side window. Nienaltowska found that turbulence generation is independent of velocity 

and that it decreases with wall distance. Turbulence generation is highest in the direction 

perpendicular to the flow (w-component). 

Uchida et al. (1997) conducted simulation by using SCRYU, a commercial CFD 

software, to demonstrate the capabilities of using solution adaptive grids in modeling A-

pillar flow with side mirrors. Although they managed to show an improved vortex 

generation from their simulation, they did not justify their findings with any validations 

against experimental data. The study was more of a parametric study for qualitative 

observation and focused on showing the effectiveness of the solution adaptive grid 

techniques for mesh refinements and further evaluation and behaviour of airflow behind 

the A-pillar region was not discussed. 

Alam et al. (1998) experimented with scale vehicle models exposed at various wind 

tunnel velocities at different yaw angle and found some Reynolds number dependency at 

low velocity (40 and 60km/h). Furthennore, they observed that there is a larger separation 

on the leeward side with associated velocity drop and increased turbulence intensity. 
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Alam (2000) extended his experimental testing on various windshield radii to see its 

effects on A-pillar flow behaviour. It was found that the pressure fluctuations have strong 

dependence on A- pillar region. This dependence is highest at negative yaw angle 

(leeward side) followed by 0°  yaw angles and least at positive yaw angle (wind ward side) 

respectively. Alani also found that the surface mean and fluctuating pressure coefficients 

are independent of Reynolds number at higher velocities. In line with previous 

investigations, Alam found that the maximum hydrodynamic pressure fluctuations occur 

between the areas of separation and reattachment of the A-pillar vortex. In addition, Alam 

conducted results on modified A-pillar radius (making it smother). The highlight of the 

study was based on results plotted on a graph of maximum Cp RMS values at various 

yaw angles versus windshield radius. The results showed that as the windshield radius 

increase, the maximum value of Cp RMS for different yaw angle would decrease. 

Lienhart at el. (2000) worked on the flow and turbulent structures in the wake of a 

simplified car model (Ahmed Model). A two-component laser-Doppler anemometer 

(LDA) was installed on an existing three dimensional computer controlled traversing 

system. LDA measurements were made for all three components of velocity in the 

symmetry plane from upstream of the Ahmed model to some distance downstream behind 

the closure of the wake. LDA measurements were also made in several transverse planes 

in the wake. They found two counter-rotating trailing vortices about 25°  slant body. In 

the velocity distribution around the 25 degree slant Ahmed body they found two counter-

rotating trailing vortices which they have shown in the transverse plane of turbulent 

kinetic energy (TKE) contour plots. Peaks in TKE occur in the centers of the vortices. 

These vortices are responsible for maintaining attached flow at the slant up to a slant 

angle of approximately 30°. Vortical structures extend more than 500mm beyond the end 

of the Ahmed body. Further they found that at 80mm downstream from the trailing edge 

of the Ahmed body, there is a large and strong region of recirculation back towards the 

Ahmed surface. At LSTM the drag coefficients they obtained at the nose, back, rear slop 

and the total are 0.0135, 0.1290, 0.1210 and 0.2635 respectively. 

Liu and Moser (2003) discussed the wake flow behind the near wall region of Ahmed 

body for the effectiveness of three different turbulence models, including the 

k - E - 11,2  model, the k-E model and the full stress model (in which SST and RMS 

models both have been considered). They used non-uniform structured grid with the near 
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wall region where the total element number is 460000. They found that the unsteady 

wake comprises two vortices behind the rear with the larger one in the higher part and the 

smaller one in the lower part. It is found that the peak value of turbulent kinetic energy k 

is located in the centre of the small vortex downstream of the body, as observed in the 

experiment of Lienhart et al. (2000).l'hey again found that the vertical structures extend 

more than 0.5m beyond the end the body rear. The reverse flow climbs up to the rear 

slant, as observed in the experiment of Lienhart et al. (2000). It confinns that two counter 

rotating trailing vortices arc generated downstream of the Ahmed body, and the effect of 

the vortices, through very small, still remains at more than I .5m away from the rear, and 

the velocity deficit still visible at more than 4m behind the Ahmed body. On the basis of 

the comparison of drag coefficients of LSTM experimental data, they have concluded that 

Durbin's k - - V model gives the best result, followed by k-c, SST and RMS model. 

Zimmer (2003) extended Alam's (2000) testing in that he conducted testing of A-pillar 

aerodynamic and aero-acoustics effect on full size vehicle. Zimmer conducted both wind 

tunnel and on road testing. Results obtained by Zimmer for wind tunnel testing showed 

different static and fluctuating pressure coefficient values with Alam when vehicle was 

yawed. Static pressure coefficient results obtained during on road testing were different, 

the difference may occur due to the presence of transient and crosswind. However, 

similar values were obtained when comparing fluctuating pressure coefficient results. 

Krajnovic and Davidson (2005 a) worked with large eddy simulation (LES) that were 

made of flows around a Ahmed car body with 25°  slant angle. Their target was to 

demonstrate the capacity of the LES to represent to flow around the Ahmed car body. For 

the purpose they concentrated on presenting the comparison of the LES and the 

experimental data. The three LES on different grids compared among themselves. They 

discussed about how flow changes with geometry where they used different 

computational grids those are 3.5 million nodes for coarse grid, 9.6 million for medium 

grid and 16.5 million for fine grid. They found that the length from the separation on the 

upper edge of the rear slant surface to the reattachment and near wake separation bubble 

are not equal in the coarse, medium and fine grid. Again they found that the time-

averaged pressure drag and lift coefficients are different for different grid. Farther they 

found that the coarse grid simulation predict very unrealistic flow far above the boundary 

layer with oscillations. 
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Krajnovic and Davidson (2005 b) also worked to the flow structures and their interactions on the 

Ahmed body and study with various visualization tools. They found that, two structures 

distinguish themselves, cone-like vortices along the rear slanted edges and hairpin-like vortices in 

the regions of separated flows on the front and the rear slanted surface of the body. Both the time 

and the length scales of these two structures differ. While the cone-like vortices are of the size of 

the body and are relatively stead', the hairpin-like vortices are very small structures that change 

in shape over a short penod of time. In the wake region they found also the existence of two 

vortices, one above the other. The core of the lower vortex keeps approximately, the same height 

with respect to the floor. 

Stankiewicz et al. (2005) worked on the global stability analysis of Ahrned body. They 

performed experiments at two stages. First, the distance from Ahmed body to ground I) 

was reduced at constant value of Reynolds number Re = 100. The object was placed in 

the middle of the domain (distance D = 4.5h). In second step, it was placed in proper 

distance (D = 0.17361h) from ground. The distance from ground to body was constant, 

and the Reynolds number was being changed. They investigated the influence of position 

of the body and Reynolds number on the stability properties. They found that when 

placed in middle of the domain (distance D = 4.5h), the Ahmed body behaves similar to 

circular cylinder. This behavior persists until D = 1.5h. During further reduction of the 

distance between the body and the ground the influence of boundary becomes more and 

more important, and for D <0.66h the results begin to be similar to backward-facing step 

solution, with longer separation in steady solution. Again they worked to the influence of 

Reynolds number and found that at Re> 300 the flow is unstable. At Re = 325 there are 

three pair of unstable modes. The separation area for Re > 400 crosses the boundary of 

domain. 

Bruneau et al. (2007) discussed passive strategies to manipulate flow around the Ahmed 

body. They have pointed that several separations of the flow appear along the body from 

the front to the back. They mentioned quoting (Gillieron and Spohn (2002) and Onorato 

et al.(1984)) that the resulting recirculation zones contribute to a significant part of the 

drag coefficient. They used passive control to porous interfaces to modify the boundary 

layer behavior and consequently to move downstream the separation line, to reduce the 

pressure gradients in the near wake and therefore the aerodynamic drag. A porous 

medium layer is inserted between the flow and the body to change the stress force 

(Caltagirone (1994) and Achdone et al.(1998)). They have used penalization method. This 
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method was introduced in Arquis (1984)) a studied and validated in Angot et al.(1999), 

applied to turbulent flows in Keviahan and Ghidaglia (2001) and to flow control in 

Bruneau and Mortazavi (2004). The best drag reduction they obtained by insertion of 

straight and continuous porous sheaths placed both on bottom and roof regions. Their 

numerical experimentations showed that front layers have no significant effect on the 

drag reduction. They also pointed that when back vorticity is reduced, the eddy is 

detached from the wall. This coincides with an increase of the back static pressure and 

therefore with a decrease of the drag forces. 

Martinat et al. (2008) worked on the Ahmed body for numerical simulation of the flow in 

the wake at 25°  and 35° slant angle. The 35°  case studied with URANS turbulence model 

is able to predict the reattachment of the flow after the edge of the slant. They found that 

in case of strong non-equilibrium turbulence, which is the case of detached unsteady 

flows, traditional URANS are often insufficient to predict properly the detachment of the 

flow because of the assumption of equilibrium turbulence which leads to an over 

estimation of the eddy viscosity. 

They again found that on the 350  test case, URANS models provided good result. On the 

25°  test case, none of the URANS models is able to predict the reattachment of the flow 

after lee edge of the slant. Detached Eddy Simulation ( DES) approach was also unable to 

predict the reattachment of the flow. Using Delayed DES (DDES) solves the problem and 

in the case, the results provided, considering the reasonable small size of the mesh are 

very accurate. 

Roumeas et al. (2009) worked for drag reductions on the Ahmed car body through flow 

separation control. For the purpose they have used suction and analyzed the sole suction 

to present flow separation which enhance the drag. They have studied the influence of 

suction on the rear window separated zone, on the longitudinal vortices and on the near-

wake flow. They found that suction velocity has its influences on the drag reduction and 

obtained a reduction about 17% when suction velocity was 0.6 times of the external flow 

velocity. 

1 
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Uruba and Hladik ((2009) discussed stationary and dynamical behavior of structures in 

wake. Two configurations of Ahmed body with slant angles of 25°  and 35°  are considered 

as the test-case. In 25°  case they found very strong down-flow in the vicinity of the plane 

of symmetry and relatively weak contra-rotation vortex pair, while in 350  case much 

stronger vortices. The size of the back-flow region differs considerably for two cases in 

question, for the 35°  case that is much bigger. They recognized the most intense turbulent 

activity near the bottom edge of the Ahmed body. In the case of 35°  slant angle the 

secondary maximum of turbulent energy is located close just below roof level. They 

pointed that in 25°  case the flow is more or less attached, while angle 350  generates fully 

detached flow from the ramp. 

Harinaldi et al. (2011) have tested active flow control solution by suction and blowing to 

reduce the aerodynamic drag on reversed Ahmed body. In this van model they obtained a 

reduction of drag about 15.8% when suction velocity was 0.3 times of outer velocity. On 

the other hand in case of blowing about 14.3% drag reduction was obtained when 

blowing velocity was 0.06 times of the outer velocity. 

Azad et al. (2012) compared the turbulence models for Ahmed car body simulation. The 

comparison was done among the velocity profiles at different locations over the Ahmed 

car body for k- e, k.. o., Shear stress transport (SST) and Baseline k- o (BSL) turbulence 

models. Velocities 40, 20, and 15m/s were taken in the simulations and the respective 

velocity profiles were compared for the different turbulence models. They found that all 

the four turbulence models are capable to capture most of the features of the velocity 

profile of the experimental data. Furthermore, they observed that near the body the 

performance of the k- s model was best among the models considered but the deviation 

from the experimental was also larger at the height considered. 

Azad et al. (2013) worked on the effect of roughness height on the turbulence models for 

Ahmed car body simulation. They compared the drag coefficients at different roughness 

heights over the Ahmed body for k-c and Renormalization group (RNG) k-c turbulence 

models. Velocity 40 rn/s was taken in those simulations. They found that k-c turbulence 

model has dependency on the roughness height, so in simulations care must be taken to 

choose this parameter when k-c turbulence model be used. 
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Mashud et al. (2013) worked on reduction of fuel consumption of a car by aerodynamic 

drag reduction. The car they have chosen was a sedan and they introduced vortex 

generators for the purpose. They proposed that, "purpose of adding vortex generators 

(VGs) is to supply the momentum from higher region where has large momentum to 

lower region where has small momentum by stream wise vortices generated from VGs 

located just before the separation point. This allows the separation point to shift further 

downstream. Shifting the separation point downstream, therefore, provides dual 

advantages in drag reduction:-one is to narrow the separation region in which low 

pressure constitutes the cause of drag; another is to raise the pressure of the flow 

separation region. A combination of these two effects reduces the drag acting on the 

vehicle". 
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Chapter 3 

3.0 METHOLODOGY 

3.1 CFD Software 

Computational Fluid I)ynamics (CFD) is a computer-based tool for simulating the 

behavior of systems involving fluid flow, heat transfer, and other related physical 

processes. It works by solving the equations of fluid flow (in a special form)overa region 

of interest with specified conditions on the boundary of region. 

The history of CFD 

Computers have been used to solve fluid flow problems for many years. Numerous 

programs have been written to solve either specific problems, or specific classes of 

problems. From the rnid-1970's, the complex mathematics required to generalize the 

algorithms began to he understood, and general purpose CFD solvers were developed. 

These began to appear in the early 1980's and required what were then very powerful 

computers as well as in-depth knowledge of fluid dynamics, and large amounts of time to 

set up simulations. Consequently CFD was a tool used almost exclusively in research. 

Recent advances in computing power, together with powerful graphics and interactive 31) 

manipulation of models have made the process of creating a CFD model and analyzing 

results much less labor intensive, reducing time and hence, cost. Advanced solvers 

contain algorithms which enable robust solutions of the flow field in a reasonable time. 

As a result of these lactors Computational Fluid Dynamics is now an established 

industrial design tool, helping to reduce design time scales and improve processes 

throughout the engineering world. CFD provides a cost effective and accurate alternative 

to scale model testing, with variations on the simulation being performed quickly, 

offering obvious advantages. 

The set of equations which describe the processes of momentum, heat and mass transfer 

are known as the Navier-Stokes equations. These partial differential equations were 

derived in the early nineteenth century and have no known general analytical solution but 

can be discretized and solved numerically. 

27 



Equations describing other processes can also be solved in conjunction with the Navier-

Stokes equations. Often, an approximating model is used to derived these additional 

equations, turbulence models being a particularly important complex. 

There are a number of different solution methods which are used in CFD code. The most 

common and the one on which ANSYS CFX is based, is known as the finite volume 

technique. In this technique, the region of interest is divided into small control volume. 

As a result an approximation of the value of each variable at specific points throughout 

the domain can be obtained. In this way one derives a full picture of the behavior of the 

flow. 

In this simulations Ansys 11 with high resolution advection scheme along with Physical 

timescale (physical time = length of the tunnel/velocity of the fluid) is used. 

3.2 Model Geometry 

The geometry of body is shown in Figure 3.2. 1(a,h). All the geometric quantities are 

normalized with the body height 1-1=0.288m. The values of the geometric quantities are 

l/I-I=2.928, Gi'H=0.697 and W/H-1.35, where Ir  is the length from the beginning of the 

slant to the front, G is the length of the slant region and W is the width of the body. The 

front part is rounded with a radius of R/H=0.347in the plane, y0 and z0. The body is 

lifted from the floor, producing a ground clearance of C/H =0.174 on the four pillar. The 

center of the both front pillars is located at a distance of 0.7531-I from the front face of the 

body. The center of the both back pillars is located at a distance of I .632H from the front 

pillar center. The distance of front two pillars' center is l.135H. Radius of the all pillars is 

0.0521-I. The ground plane is z = 0 and x =0 and y = 0 are at the position of the rear 

vertical surface and the symmetry plane of the body. The slant angle is taken as 25°. It 
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generates all essential features of flow around car (flow displacement around the nose, 

uniform flow at the middle and separation and wake at the end of body). Ahmed body 

wake may be considered as a combination of bluff-body wake and sudden-expansion 

channel or backward-facing step. 

The body is placed in the channel with a cross section of BxF=6.493Hx4.86lF1 

(widthx height). The front face of the body is located at a distance of 7.3H from the 

channel inlet and the downstream length between the rear face of the body and the 

channel outlet is 21H. As a result the channel length is about 8.8069 times of the body 

length and the blockage is about 4.2 7%. 

3.3 Transport Equations 

3.3.1 Turbulence Models 

For a three-dimensional flow, the system of equations consists of three RANS equations 

and continuity equation, which totals up to four equations. However, with four equations, 

the system needs to close up ten unknowns. This consists of one mean pressure, three 

mean velocity and six Reynolds stresses. Therefore, additional equations are needed to 

close the system. Closure of the system can be obtained through modeling of the 

Reynolds stress term in the RANS equation. This is also known as turbulence modeling. 

The realism of flow simulated by the RANS equations will be dependent on the 

turbulence model used. 

Turbulence models based on RANS equations can be categorized into two groups. The 

first group use the 'eddy-viscosity' concept by modeling the Reynolds stresses based on 

the Boussinesq eddy-viscosity approximation. The second group is the non-eddy 

viscosity group, which attempts to solve for the Reynolds stresses directly. The eddy-

viscosity turbulence models can be further classified into several groups. 

(i )Al gebraic (zero-equation) models 

(ii)One-equation models 

and (iii)Two-equation models 
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3.3.2 Algebraic (zero-equation) Turbulence Models 

The most simplistic turbulence model is the algebraic Turbulence Model. It is also known 

as the zero-equation turbulence model. Prandtl (1925) was responsible for the origin of 

the algebraic turbulence model. Prandtl's work was inspired by the earlier work of 

Boussinesq (1877). Turbulence mixing length scale will be prescribed form values 

obtained empirically, limiting the application of the algebraic turbulence model. 

Therefore, different values of the turbulence mixing length are needed for different type 

of flow application. The accuracy of the predicted flow will depend on the prescribed 

turbulence empirical mixing length scale. Because of this, the algebraic turbulence 

models perform at its best when the local turbulence flow is behaving in an isotropic 

manner. 

.3- 

The first algebraic model that was developed by Prandtl (1925) was the mixing length 

model. The mixing length model is a simple model and was first developed for boundary 

layer type flow. It is put in the following mathematical form 
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and - boundary layer thickness. 

To close the equation, the value for I must be prescribed experimentally and it varies 

with different type of flow application. 

Important modifications on the mixing length model were also made by Theodore Von 

Karman (1938), Van Driest (1956), Clauser (1956) and Corrsin et al. (1954) and 

Klefanoff (1954) to improve on Prandtl's mixing length equation. Siith-Cebeci (1967) 

and Baldwin-Lomax (1978) then developed their own algebraic turbulence model by 

using and combining ideas proposed on improving the algebraic model made by 

researchers prior to them. The end product was a two layer algebraic model developed for 

boundary layer type flow. According to Wilcox (2002), although both models are equally 
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superior, the Baidwin-Lomax model is more popular among researchers due to its 

robustness. 

3.3.3 One Equation Turbulence Models 

It is important to takc into account the turbulent scales in order to develop a more 

complete turbulence model. Proper turbulence historical profile upstream of the flow will 

be needed to properly calculate the flow characteristics of the turbulence profile 

downstream to the flow. This resulted in the development of the one equation turbulence 

model. In this model, the turbulent velocity scales are modeled via a transport equation 

for mean turbulence kinetic energy in order to close the system. 

Prandtl realized the deficiencies of the mixing length model. To further improve on his 

previous work on mixing length model, in 1945 he proposed the inclusion of the time-

averaged turbulent kinetic energy as a turbulent property in order to determine a better 

turbulent eddy viscosity. By taking the trace of the Reynolds stress tensor, the turbulent 

kinetic energy (per unit mass) is defined as: 

rij 
= —uu = —2k (3.2) 

Which will lead to the definition of the isotropic turbulent kinetic energy as: 

(3.3) 

From this Prandtl came to a conclusion that the turbulent eddy kinematic viscosity is 

defined as: 

VT = k 
I / 2 1 

(3.4) 

The turbulent kinetic energy in equation (3.4) will be solved through a transport 

equation. The transport equation for the turbulent kinetic energy is: 
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In order to close for the transport equation for the turbulent kinetic energy, the Reynolds 

stress in the production term, the dissipation term and the turbulence and pressure 
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diffusion term nccds to be prescribed. For the Reynolds stress, the one equation still 

utilizes Bousssinesq eddy viscosity approximation. 

Since Boussinesq eddy viscosity approximation is still being used to determine the 

Reynolds stress, the one model equation still holds the same deficiency of the algebraic 

turbulent model in associating mean velocity gradient in shaping the turbulent property of 

the flow. 

The Prandtl (1945) one-equation model was also attributed to Kolmogrov, Emmons 

(1954) and Glushko (1965). Ko!rnogrov was attributed due to his involvement in their 

effect to develop the model. Emmons on the other hand coincidently proposed the same 

one equation model in 1954. Apart from the Prandtl one equation model, a few notable 

one equation turbulence model was developed in the 1960s by Bradshaw, Ferriss and 

Atwell (1967), Nec and Kovasznay (1968) and Wolfstein (1967 and 1969). 

Recent efforts to improve the one equation model have been made by Baldwin et at. 

(1990) and Spalart et al. (1992). These one-equation turbulence models are dubbed 

complete since the need to prescribed empirical values for the length scale is no longer 

needed. 

The Spalart-Alimaras turbulence model only showed a slight advantage against the 

algebraic turbulence model. Prediction of boundary layer flow near the wall is within 

close similarity with the algebraic turbulence model. Separated flow showed a slight 

better prediction by the Spalart-Ailmaras turbulence model over the algebraic turbulence 

model. However, the Spalart-Ailmaras turbulence model still suffers from setbacks. It has 

problems in predicting jet flows, separated and decaying turbulence flow (Wilcox, 2002). 

In summary, it can be said that although it is a good move to include turbulent kinetic 

energy as a representation of the turbulent velocity scale, the one equation model is only 

slightly better than the algebraic turbulence model and suffer from the lack of proper 

modeling of the turbulence length scale. Both zero and one-equation models are good in 

modeling isotropic equilibrium flows in region of low Reynolds number in which the 

production of turbulence and dissipation are in balance. However, in non-equilibrium 

flow, properly modeling needs to be done to accommodate the rapid changes in 

turbulence length scale. 

32 



3.3.4 Two Equation Turbulence Models 

Two equation models are among the most popular turbulence models for scientific and 

engineering calculations. In these models, two separate transport equations are solved to 

determine the length and the velocity scales for the eddy-viscosity. The two-equation 

models were probably the first complete turbulence models. In the two-equation 

turbulence model, in addition to the turbulence velocity scale (mean turbulence kinetic 

energy), the turbulence length scale is also modeled via a transport equation. The 

modeling turbulence length scale will then be added together with the mean turbulence 

kinetic energy in the turbulence eddy viscosity for a better prediction of the Reynolds 

stresses using the Boussinesq approximation. Several verson of the modeled turbulence 

length scale exists and it will be later explained in this section. Launder and Spalding 

(1972) described the generalized form of the modeled length scale as: 

= = k"1 (3.6) 

where in and n are constants. 

Kolmogorov proposed the first two-equation model in 1942. Kolmogorov proposed the 

equation to be defined as the specific dissipation rate, o. Ever since Kolmogorov 

postulated his two-equation model, several researchers have come up with their version of 

the two-equation model. A summary of the two-equation models is provided in the 

following table. 

Out of all the versions listed in Table 3.1.1 the k-o model and the k-c model have been 

popular and widely used. The focus in this section will be on these two equations models. 

Details on the other version of the two-equation models are available from Launder and 

Spalding (1972) and Wilcox (2002). 

According to Wilcox (2002), Kolmogorov came up with his proposed transport equation 

for o through dimensional analysis and reasoning. Kolmogorov transport equation for 

was defined as: 
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Table 3. 1 . 1: Versions of the two-equation models. 

Researcher - Length scale Symbol 

Kolmogorov (1942), SaffiTian (1970). Wilcox- 
Alher (1972), Saffman-Wilcox (1974). Wilcox- k Ii 

Traci (1976), Wilcox-Ruhesin (1980), Coakley 
(1983), Wilcox (1988, 1998),Menter (1992), Peng- 
Davidson-l-lolmberg (1997) 

Chou (1942), Davidov (1961 ),Harlow-Nakayama 3 6 
(1968), Jones—Launder (1972), 1 aunder-Sharma k 2  / I 

(1974), Yakhot-Orszag (1986), Shih-Liou- 
Shabhir-Zhu (1995) 

Rotta(1951),Spaiding(1967) / 

Rotta (1968, 1971), Rodi-Spalding (1970), Ng- ki ki 
Spalding (1972) 

Zcicrrnan-Wolfshtein (1986), Speziale-Abid- 
k2 Anderson (1990) 

Spalding(1969), Rohinson-Harris-I-lassan (1995) k/I 2  

This represents the convective term, the dissipation term and also the diffusion term. 

Wilcox (2002) described Kolmogorov equation should have included the term for 

production. Although Kolmogorov first postulated that n represented dissipation of the 

smallest eddies and therefore should not contain a production term, it was later found out 

large eddies are actually responsible in determining the time scale of turbulence, hence 

the rate of dissipation. Furthermore, Kolmogorov equation did not include a molecular 

diffusion term making it only valid for high Reynolds number flow and cannot be 

integrated through the viscous sub-layer flow. 

The Wilcox k-w turbulence model 

The Kolmogorov k-w equation was then modified and further developed by researchers 

(Refer Table 3. 1 .1) over the years and the most popular version was the one by Wilcox 

k 
(2002), which was defined as: V t  = a * - 

U) 
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where the closure coefficients are obtained empirically. Both the closure coefficients and 

auxiliary relations are further defined as: 
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a, (a0  + Re, / R Cr = 
:1 a 1+Re,/R0  

=2.95 

The Wilcox k-(j) turbulence model is an empirical turbulence model and was first 

developed as a high Reynolds number turbulence model. It was then later that a low 

Reynolds number version of the Wilcox k-rn was developed, Wilcox (2002), Fluent 

(2003). 

The k-c turbulence model 

As with the k-w turbulence model, the k-c turbulence model exists in many versions, 

Jones and Launder developed the current standard version of the k-c turbulence model in 

1972, Launder and Spalding (1972). The model of Jones and Launder was developed for 

high Reynolds number application but accounted for low Reynolds number efTects as 

well. Launder Sharma (1974) later improved the k-c turbulence model of Jones Launder 

(1972) by modifying its closure coefficients and damping functions for low Reynolds 

number application. However, despite being very popular and widely used, the standard 

k-c turbulence model has its deficiencies, which will be discussed later in this section. 

This led to the development of several improved version of the k-c turbulence models 

designed to overcome the deficiencies of the standard k-c turbulence model. Such models 

that will be discussed in this section are the RNG k-c turbulence model by Yakhot and 
4 

Orszag (1986) and the Realizable k-c turbulence model by Shih et al. (1995). 

Turbulence model has two tasks: 

(a) to relate the Reynolds Stresses uu to the turbulent parameters and to the 

mean flow field 

to determine the distribution of the parameters over the field. 

Many models employ the eddy-viscosity concept, which is given by 

aT aU. 2 
—u ju f  =  
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where boundary layer thickness. 
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The turbulent viscosity in equation (3.1 1). Vt 15 computed from a velocity scale (k1  12  ) and a 

length scale (k3"2/E) which are predicted at each point in the flow via solution of the 

following transport equations for turbulent kinetic energy (k) and its dissipation rate (C): 
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where G is the generation of k and is given by 
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The turbulent viscosity is then related to k and s by the expression 

k 2  v, =C,,— (3.15) 

The coefficients C,4 ,Ct,;,C2 ,O k  and 0E  are constants which have the following 

empirically derived values 

- (7 =O.O9,C1  =1.44,('2 192'k =1.3 

The standard k-C turbulence model is defined as: 

v =Ck2 / 6 (3.16) 
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= 1.44,Ce2  = 1.92,C1, = 0.09,crk  = 1.O,o = 1.3 
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(0 = JI = Clu  k 2  / 

The k-c turbulence model predicts the kinematic eddy viscosity value through the 

modeling of the turbulence velocity and length scale. This is achieved by solving 

additional transport equation of mean turbulent kinetic energy (velocity scale) and 

dissipation rate (length scale). Over the years the standard k-c turbulence model has 

proved to be both economical and robust. However, it has its deficiencies, such as the 

inability to predict highly strained flow, swirling flow, rotating and separating flow, 

Naser (2003). However, due to the deficiencies of the standard k-c turbulence model, 

Improvements have been made to overcome such setbacks, which lead to the 

development of the RNG k-c model and the Realizable k-c model. Yakhot and Orszag 

(1986) developed the RNG k-c turbulence model in 1986 based on a statistical 

formulation called the Renormalization Group Theory. The main objective of the 

development of this turbulence model was to modify the kinematic eddy viscosity and the 

dissipation transport equation so that they are able to adapt to high strained flows, the 

effect of swirl flows and to account for low Reynolds number effects, Fluent (2003). 

The RNG k- turbulence model is defined as: 

S 

a/c =  aui a( ak 
'ax, '' a ax-1 aX, 

(3.18) 
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where the closure coefficients and auxiliary functions are given as: 
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/1 = 0.012,A = 4.38 
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For highly strained mean flow, the RNG k-c turbulence model modified the closure 

coefficient in the dissipation term of the dissipation transport equation. Instead of taking 

C2c as a constant, it has been modified to include mean strain effect, which can be seen 

from equation (3.19). In highly strained mean flow, C*2c  will be smaller than C2c, thus 

reducing the effect of dissipation in the dissipation term. This will result in a reduction in 

the mean turbulent kinetic energy effect and therefore reducing the turbulent eddy 

viscosity value, This will reduce the over diffusive behavior, experienced in the 

standard k-c turbulence model. 

As with the standard k-c turbulence model, the ftNG k-c turbulence model take into 

account for low Reynolds number effects. The diffusion term on both transport equation 

was modified for this matter. For low Reynolds number flow, the integration of equation 

(3.20) and the inverse effective Prandtl number, a and ag  is used to account for the 

varying Reynolds number. The calculation from equation (3.20) will then be incorporated 

into the diffusion term for both transport equation, and will also be used to determine the 

value for the turbulence eddy viscosity, UT  For high Reynolds number flow, the default 

from equation (3.18) will be used. 

A 

(c 2kl V AA 

d =1.72 d v. v = , C 100 
FA~3 

'C  . 
0.6321 10.3679 

~321 a+2.3929 

. a0  +2.392 p (3.20) 
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For swirling effects the RNG k-c turbulence model incorporates the function from 

equation (3.21) into the turbulence eddy viscosity, ,UT. 

/11 =,UOf a,,. 
k) 

(3.21) 
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where ,u0  can be taken from cithcr high or low Reynolds number flow formulation for 

turbulence eddy viscosity, ,u1 . 

However, although the RNG k-c turbulence model is an improvement from the standard 

k-c turbulence model, it still has its limitations. This is due to the transport equation for 

the dissipation term, F. Because of the fact that the transport equation for the dissipation 

term is derived based on physical reasoning and dimensional analysis alone, certain 

mathematical limitation will exist and needs to be satisfied in order to be consistent with 

the prediction of Reynolds stresses, hence the turbulence flow, Fluent(2003). The RNG 

and standard k-c turbulence model does not satisfy these mathematical limitations, 

making them not 'Realizable'. Due to this fact, Shih et al. developed the Realizable k-c 

turbulence model in 1995 to address these mathematical limitations and improve on it. 

From their research, they have developed a new transport equation for the dissipation 

term from the exact equation based on the mean-square vorticity fluctuation transport 

equation, Shih et al. (1995). In addition, they also modified the formulation for the 

turbulence eddy viscosity term, by improvising on the closure constant C.,, , varying 

it in order to adjust to different flow applications. 

The Realizable k-c turbulence model is defined as: 

VT =C,k 2 /E 
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where the closure coefficients and the formulation for C, are defined as; 
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From equation (3.22) it can be seen that the transport equation of the dissipation term is 

different from the standard and RNG k-c turbulence model. The main difference lies in 

the production and dissipation term. According to Fluent (2003), the dissipation term in 

the dissipation transport equation was modified so that the denominator will not be 

singular, eliminating the change of the dissipation term of becoming too big. This will 

provide a reasonable value for dissipation in the k transport equation and therefore 

overcoming the problem of non- decaying eddy viscosity, Wilcox (2002). Furthermore, 

according to Shih et al. (1995), the modification of the production term will encourage a 

better transfer of spectral energy. Both modification of the dissipation transport equation 

term promotes a better description of the turbulent vortex stretching, which is required to 

better predict free shear flows, especially the spreading rates of jets, Wilcox (2002). In 

addition, the closure coefficient C was not made constant. It will correspond to different 

flow application. As was described in Shih et al. (1995), boundary layer flow will yield a 

C,1  value of 0.09, as per measured value. For homogeneous shear flow, theC, will yield 

a value of 0.06, which is close to the measure value of 0.05. However, it can be seen from 

Shih et al. that since the Realizable k-c turbulence model is primarily designed for high 

Reynolds number flow, providing good prediction of free shear flows. However, its 

performance close to the boundary layer especially under the influence of pressure 

gradients is not very good. Only free shear flows yields better prediction than the standard 

k-c turbulence model. 
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Deficiencies of the two equation turbulence model: 

Deficiency of the two-equation model can be traced to three main reasons, which is the 

inability to predict flow in the presence of pressure gradient close to the wall and due to 

the inability to take into account the effect of rapid change in mean strain rate due to the 

sharp streamline curvature of the geometry. 

3.3.5 Pressure Gradient Effects 

The two-equation model, especially the k-c still fails to accurately predict flow in the 

boundary layer region, close to the wall even after treating it. Perturbation of the defect 

layer then showed that the reason for this was due to large turbulence scale developed 

close to the boundary layer especially in the presence of adverse pressure gradient effect. 

Analysis by Wilcox (2002) showed that by adding a cross diffusion term to the k-c 

turbulence model, the increase of the turbulence scale close to the wall could be 

suppressed. Furthermore, Coles and 1-lirst.( 1969) analyzing wake strength parameter in 

the defect layer against a function of pressure gradient showed that as adverse pressure 

gradient effect increases close to the wall, the wake strength parameter was being under 

predicted as a result of an increase in skin friction coefficient close the wall. 

According to Rodi and Sheucrer (1986), two-equation turbulence model perform badly in 

region close to the wall due to the fact that the dissipation length scale rises sharply near 

the wall. However, Bradshaw (1969) have shown through experimental data that the 

dissipation length scale is independent in the region close to the wall. Coles and l-Iirst 

(1969) also supported this and described that the turbulent boundary layer close to the 

wall exists in different scales and physical processes. Rodi and Sheuerer (1986) also 

suggest that under adverse pressure gradient, the rate of kinetic energy production is more 

than the rate of dissipation itself, resulting in an increase in turbulence dissipation length 

scale. This will lead to an increase and over prediction of turbulent eddy viscosity and 

wall shear stress. However, although the k-c versions of the two-equation model have 

proved inaccurate in predicted a wide range of flow due to its deficiencies, the k-u 

turbulence model has proved to be rather successful. Part of the reason is the presence of 

the cross diffusion term in the k-w as a way to suppress the increase of the turbulence 

dissipation length scale close to the wall. However, the addition of cross diffusion term 

can cause instability to the calculation of the flow, since it augments the influence of 

convection in the flow. Therefore, treatment is needed to curb this instability, prediction 
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of boundary layer flow by the k-(o turbulence model only differ by 3.5% from 

measurement and have shown to predict separation rather successfully as well. However, 

a minor setback of the k-co turbulence model is that the sub-layer region has to be 

integrated which means grid generation near the wall must be sufficiently fine. 

3.3.6 Effect of Rapid Change of Mean Strain Rate and Streamline Curvature 

According to Wilcox (2002), the main flaw of the eddy viscosity model, which assumes 

Boussinesq approximation, is the fact that it assumes the Reynolds stress which is 

proportional to the mean strain rate at all part of the flow, a postulation from Stokes based 

on laminar flows. The constant of proportionality was defined as the eddy turbulent 

viscosity. However, turbulent flow is affected by the change of geometry, anisotropy and 

flow history. With the presence of curvature in the flow, the individual Reynolds stress 

values will be different and hence, again the Boussinesq assumptions will become flawed. 

Bradshaw (1973) described that eddy- viscosity models offers inaccurate prediction of 

flows that undergo rapid changes in rates of strain. The main reason for this is because the 

adjustment of Reynolds stresses to such change is unrelated to turbulence mean flow and 

time scale effect. Therefore, the effect of curvature can be treated either by making 

correction to the two-equation models on the Reynolds stress transport model can be 

used. Naser (1990) described from Bradshaw (1973) that since the effect of curvature 

causes large changes in the Reynolds stresses and triple velocity correlations, the 

Boussinesq approximations must be corrected. Bradshaw (1973) proposed that the extra 

effect of strain rate would modifij the Boussinesq assumption to include a factor of an 

order of higher magnitude. Therefore, the Reynolds stresses from the Boussinesq 

assumption will be modeled as: 

( 
UVVrI 

au 
—+a 

 ôv 
— 

tay ox 
(3.24) 

where a is of the order of 10. 

Modifying certain aspect in the two-equation turbulence model can also treat the effect of 

flow curvature. Leschnizer and Rodi (1981) made modifications in the C to take into 

account the effect of curvature and obtained good prediction in parallel jet flow. 

Furthermore, Bradshaw (1969) proposed a dimensionless number that takes into account 

the curvature effect. Sharma (1975) and Launder et al. (1977) modified the dissipation 
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equation in the k- to take into account the curvature effect. With that respect, they 

modified the C., Rodi(1979) made corrections in the C1 constant. Finally, Wilcox and 

Chambers (1977) proposed a correction to the k-co turbulence model within the k equation 

term and the logarithmic law equation. 

3.3.7 Reynolds Stress Turbulence Models 

Deficiencies of the eddy viscosity turbulence model inspired early turbulence models 

developer such as Chou (1945) and Rotta (1951) to propose a turbulence model where the 

Reynolds stresses, - u,u are not modeled through the Boussinesq assumption and the 

Reynolds stresses, are solved directly through a set of transport equations. This turbulence 

model is known as the Reynolds stress turbulence model (RSM) or second order/ moment 

closure. According to Wilcox (2002), such early contributors to the development of the 

RSM include Donaldson et al. (1968), Daly et al. (1970) Launder et al. (1975), Gibson 

and Launder. (1978), Lumley (1978), Speziale (1985, 1987, 1991) and Reynolds (1987). 

Through the years, Launder et al. (1975) RSM has become the one of the most popular 

and has been set as a baseline for RSM. 

The direct use of Reynolds stresses to for turbulence modeling, especially in a three-

dimensional flow, generates six extra transport equations, which represents the individual 

components of the Reynolds stresses. In addition, a transport equation is also used to 

solve for the turbulence length scale and this is normally employed through the use of 

dissipation transport equation, 5. 

The transport equation for Reynolds stress is given as: 

Or,. 3U1 au u, u u'S, Op' a [ Or,. _.--] (375 +U,.---- -r,.------r,.---+2v----------+---------+----~--- V---- +U U 

OX,. ' Ox,. Ox,.. Ox,. p 8x p Ox1  Ox,. OX,. 

Equation (3.25) consists of convective term on the left hand side of the equation. The first 

two terms on the right hand side of the equation is the production term, followed by the 

dissipation term, two pressure strain redistribution term and the diffusion term. For a 

three-dimensional flow, the six extra Reynolds stress transport equations generate extra 

22 unknowns. Ten unknowns generated are in the form of triple velocity correlation that 

forms the turbulent diffUsion term. A further six unknowns are generated from the 

dissipation term and six more unknowns from the pressure strain distribution term. The 



extra unknowns generated are of higher order correlations and the main challenge in 

Reynolds stress modeling is to model these unknowns. The terms that need to be modeled 

consists of the dissipation term, the turbulent diffusion term and the pressure strain 

redistribution term. The resulting Reynolds stress equation will be: 

ar.. a r or.. 

a. a.. " ' ' 

k [ 
(3.26) 

where the production term, the dissipation term, the pressure strain redistribution term 

and the turbulent diffusion term. and C. respectively are given as: 
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The Reynolds stress component in the production term P is solved through the Reynolds 

stress transport equation. The dissipation term, si,, is modelled based on high Reynolds 

number flow conditions where the effect of cY  can be assumed to be isotropic (Hanjalic et 

al. 1976) and is defined as: 

2 
= •8y (3.28) 

Where, 8, is the boundary layer thickness, which accounts for the effect of near wall 

anisotropy. The transport equation used to solve for s is similar to the dissipation 

transport equation from the standard k-c turbulence model. Hanjalic and Launder (1972) 

and Launder et al. (1975) defined their transport equation fore as: 
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The turbulence diffusion term, pC, which consists of higher order velocity fluctuation 

correlation components was firstly modeled by Daly and Harlow. (1970) using a simple 

gradient—diffusion hypothesis, which defines Ck to be: 

k or.. 
C,k  = C'•, —r _fL (3.30) 

ax "I 

Hanjalic and Launder (1972) and Launder et al. (1975) proposed another version of the 

modelled C. term, which was defined as: 

jk 
= C, k( -I r.rn + ri,,, + rh,,, 

) 
(3.31) 
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The constant C'5  and C are given approximately as 0.25 and 0.11 respectively. However, 

according to Lien and Leschziner (1994), the equation derived in (3.30) and (3.31) might 

have destabilising effect especially in three- dimensional flow. Therefore an isotropic 

version of Ck is provided and defined as: 

- 
(2.32) 

where Cs was defined as 0.22 and v 2 0.361 k 

Shir (1973) have also come up with a simple gradient diffusion concept, in which C11 k is 

defined as: 
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The last term that requires modeling for the Reynolds stress turbulence model is the 

A pressure strain term. According to Wilcox (2002), the pressure strain term is the term that 

received the most attention. The reason for this is because since the pressure strain term 

has the same order as the production term, it plays an important role in the majority of 



engineering flows of interest. In addition, the pressure strain term requires some degree of 

creativity to model in order to achieve approximate closure. 

For homogeneous turbulence, the pressure strain term is divided into two parts, a slow 

fluctuating pressure and a rapid fluctuating pressure. 

fly  -41+42 (3.34) 

Where the first term on the right hand side of Equation (3.34) represents the slow pressure 

strain rate term and the second term represents the rapid pressure strain term. 

Rotta ( 195 1) postulated that the slow pressure term could be modeled linearly as: 

= C 1  
c  ( 

+ 
2 
 k 9 (3.35) 
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Where C3  is a closure coefficient obtained from the empirical measurement of 1.Jberoi 

(1956) to lie between 1.4<C1 <1.8. 

Launder et al. (1975) proposed a model to solve for the rapid pressure strain redistribution 

term based on the analysis of Rotta (1951), which is strictly valid only for homogeneous 

turbulence. Gibson and Launder (1978) then proposed a simplified version of the Launder 

et al. (1975) model, which defines the rapid pressure strain redistribution term as: 
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SSG Model 

Speziale (1991) have developed a simple, non-linear pressure strain redistribution model 

for incompressible flow, which is often called as the SSG model. This has become a 

popular choice among pressure strain redistribution model since it does not require a 

correction for the near wall reflection effect. The SSG model is defined as: 
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Where, b1 , is defined as: 
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And the constants are given as: 

C1  =3.4,c=l.8,c2 =4.2,c3 =o.8,c;=l.3,c4 =l.25,c5 =o.4 

The main advantage of the RSM is that it takes into account the anisotropic nature of 

turbulence in predicting flows by incorporation nonlocal and history effect of turbulence. 

Due to this, RSM providc better prediction of flow over streamline curvature, swirling 

flows, rotation, and flow with rapid change in the mean strain rate. According to Wilcox 

(2002), unlike eddy viscosity turbulence models, which uses treatment and compensation 

through the manipulation of mathematical formulation to predict complex flows, the RSM 

provides better prediction of complex flow in a more natural way by direct modeling of 

the Reynolds stresses. 

Furthermore, RSM modeling of each individual stress component enables accurate 

prediction of anisotropic turbulence, which often plays a crucial role as a major source of 

energy in complex flows, such as in stagnation region, secondary motion and in vortex 

flows. RSM also provide accurate prediction of the unequal wall-normal stress 

component, which is important in reproducing wall shear stress and mass transfer close to 

the wall. 

However, despite the advantage that have been showed by the RSM in predicting 

complex flows, it does not offer any superiority over eddy viscosity models in predicting 

free stream flows and boundary layer flow and it also share the shortcomings experienced 

by the eddy viscosity model especially in poor prediction of three dimensional and 

separated flows. This deficiency can be traced back on the modeling of higher correlation 

terms such the pressure strain redistribution term and also on the modeling turbulence 



length scale through the dissipation (a) term. According to Wilcox (2002) the usage of the 

dissipation term in predicting the turbulence length scale will inadvertently transfer the 

deficiency of the two equation eddy viscosity models to the Reynolds stress turbulence 

model. Wilcox (2002) has also shown from the direct numerical simulation (DNS) of 

Parneix et al. (1998) that deficiency of the RSM can also be traced back through the 

modeling of the pressure strain rate correlation. The DNS showed inaccurate results was 

obtained despite accurate modelling of dissipation, a. The inability for Reynolds stress 

turbulence model to provide better prediction for three-dimensional flows can be traced 

back on the application of two-dimensionality in boundary layer flows. Current 

turbulence models have been developed based on the knowledge of two-dimensional 

flows. In three-dimensional boundary layer, the eddy viscosity is not isotropic. Latest 

work of Schwarz and Bradshaw (1994) has studied the performance of some Reynolds 

stress turbulence model in three-dimensional boundary layer flow. Based on their 

findings, they have concluded that the main cause of error in the performance of RSM 

models in a three dimensional boundary layer is due to the inadequacy of the modelling 

of dissipation. 

HTM turbulence model 

A new and attractive alternative to the RSM is the use of hybrid turbulence model that 

incorporates attributes from the eddy viscosity two-equation models and the RSM. The 

hybrid turbulence model offer the advantages of the RSM turbulence model in terms of its 

41 accuracy and its applicability over curved flows and at the same time offer the robustness 

and convergence speed of the eddy viscosity two equation model. For this instance, 

Basara et al. (2003) proposed a hybrid turbulence model (HTM) that combines both the 

advantages and applicability of the RSM and k-a turbulence models. In the HTM model 

proposed by Basara et al. (2003), the solution of the Reynolds stress is obtained from the 

Boussinesq assumption of equating stress to the mean strain of the flow. The solution for 

the turbulence eddy viscosity is obtained similarly from the k-epsilon model. The 

calculation of k and a to solve for the turbulent eddy viscosity is obtained similarly from 

the RSM turbulence model. The k equation obtained from the summation of normal 

Reynolds stresses. The dissipation term is solved from the transport equation for 

- dissipation. The main difference in the HTM turbulence model is the C constant used in 

defining the turbulent eddy viscosity. C is defined by: 



C/ = [_uiui]/[_S2J. S = J2SS, (3.39) 

Which is the ratio between the RSM production term and the k-E production term. The 

rationale from the variable value of C is due to the fact that according to Basars and 

Jakirlic (2003) that C varies not only from flow to flow but also varies at different points 

in the same flow. C. is defined as: 

c,, =(_/k (3.40) 

Was originally determined to be around 0.09, but was later discovered to vary somewhere 

in between 0.06 to 0.12 depending on the type of flow. Validation of HTM against 

various flow applications has showed results that lie in between RSM and k-E turbulence 

model 

3.3.8 Direct Numerical Simulation and Large Eddy Simulation 

The ideal method to obtain accurate results for turbulence flow is to directly solve for the 

Reynolds stresses and in turn the non-linear Navier-Stokes and continuity equations. This 

can be achieved by using either the method of Direct Numerical Simulation (DNS) or by 

using Large Eddy Simulation (LES). DNS and LES are also known as the unsteady 

viscous methods. 

In DNS, unsteady Navier-Stokes equations are solved directly without any modeling of 
41 

the turbulence. The fluctuation velocity and viscous force components within the body 

surface and in the computational domain is obtained together with components of 

Reynolds stresses. On the other hand, the LES approach directly solves the large eddies 

motions using the unsteady Navicr-stokcs equations and models the small eddies through 

the use of a sub-grid scale filters. The motivation behind this lie on the fact that small 

eddies has a more universal character. They are more isotropic and dissipative in nature, 

which makes its behaviour independent to the flow. Large eddies are highly anisotropic 

and unsteady in nature, which makes it dependent to the flow. 

However, according to Ahmed (1998), the LES approach is a more preferred option for 

technical flows, because it requires significantly less computer capacity then DNS, and 
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yet at the same time promises to be more accurate and robust than the conventional 

RANS approach. 

At the moment, DNS is used purely for research purposes. According to Wilcox (2002), 

current DNS application is mostly limited to low Reynolds number in two dimensional 

and simple three-dimensional flows (incompressible and compressible) with 

homogeneous turbulence. The extremely high demand that DNS put on computational 

capacity leads back to the extremely high grid generation needed to resolve all turbulent 

scale in both spatial and temporal dimension. 

According to Ahmed (1998), DNS requires grid points that increase with 9/4 power of 

Reynolds number. It has been estimated that to capture the effect of the smallest 

turbulence motion and solves the flow around a structure the size of a vehicle, grid points 

around 10 would be needed. By the mid 1990s, the largest number of grid points that 

could be handled computationally was only around 106,  which makes it so impractical in 

using DNS vehicle aerodynamics in the immediate future. 

Due to this, the approach of using LES is better suited than using DNS. According to 

Wilcox (2002) LES grid size can be at least one order of magnitude smaller than DNS. 

Furthermore, a large time step can be used with flow achievable at a high Reynolds 

number. Available LES models are from the Smagorinasky (1963) simple gradient-

diffusion model, the Lilly (1966) one equation model and the second order closure of 

Deardorff(l 973). 

3.3.9 Near Wall Treatment 

Turbulence models discussed in the preceding section was mainly developed for flows of 

high Reynolds numbers. For laminar boundary layer flow near to the wall, molecular 

viscous effects that dominate the turbulent eddy viscosity must be accounted for, Ahmed 

(1998). According to Wilcox (2002), one of the main reason for high Reynolds number 

turbulence model (most two-equation, HTM and RSM models) inability to predict 

accurate values for flow near the wall especially in the presence of adverse pressure 

gradients was traced down to the inaccurate reproduction of the law of the wall constant, 

C. Analysis showed that in the example of a standard k-F, turbulence model, predicted C 

value of -2.2 as oppose to the measured value of 5.0. In another analysis conducted by 

Rodi and Sheuerer (1986), the deficiency of high Reynolds number turbulence model can 
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be traced back to the deficiency in the model of the dissipation rate, c to predict an 

accurate length scale value near to the wall. According to Rodi and Sheuerer (1986), for 

most high Reynolds number turbulence model, the production of turbulence kinetic 

energy, k and length scale near to the wall is too steep, resulting from a lower production 

in the rate of dissipation. This will result in a high value of Reynolds stress near the wall 

region. In order to overcome this problem, proper treatment is needed to compensate for 

this deficiency, for a more reliable near wall prediction. 

Two different approaches are often used for near wall treatment. They are: 

• Wall function approach 

• Low Reynolds number model approach 

Wall function approach 

The first algebraic model that was developed by Prandtl (1925) was the mixing length 

mode. The mixing length model is a simple model and was first developed for boundary 

layer type flow. It was described as: 

(ou. ô(J. 2 2 au, au1 j(au au. 
= (3. 41) 
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To close the equation, the value for 1m  must be prescribed experimentally and it varies 

with different type of flow application. Theodore Von karman in 1930 produced a 

similarity hypothesis based on Prandtl mixing length model. Through similarity rule, Von 

Kerman expresses as: 

dU d 2U (3.42) 
dy dy 

where 1m  is prescribed in terms of space coordinates and K 15 the universal turbulence 

constant or Karman constant, which can be determined experimentally. However, 

according to Launder and Shima (1989), Von Kerinan similarity hypothesis is only valid 

at area very close to the wall. With this, Prandtl proposed an assumption that the mixing 
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length is proportional to the distance from the wall(y) when at < is 

defined as the boundary layer thickness. Therefore is then defined as: 

'mix 
= (3.43) 

Where K in equation (3.43) was later determined through experimental as approximately 

as 0.41. 

Von Kerman similarity hypothesis can then be simplified to: 

U
U. 

=-lny+C (3.44) 

The constant C can be further evaluated to be: 

(3.45) 

Where, is the ratio of the mean flow to the friction velocity and is defined as 

+ u*y 
' is the dimensionless distance from the wall and is defined as y. Equation (3.45) 

is famously known as the law of the wall or the universal velocity-distribution law. 

Therefore, equation (3.45) can be simplified further to be: 

= lny + 5.0 (3.46) 

The first and the most common approach in treating near wall effect are by using the wall 

function approach of Launder and Sharma. (1974). The wall function approach uses a 

semi-empirical model, which assumes the behaviour of fluid flow near the wall to follow 

the law of the wall profile, which will enforce the proper value for C in the wall of the 

wall region. Another advantage for using the wall function approach is a shortened 

computational time since the steep flow gradients occurring in the sub-layer region does 

not need to be resolved. This allow for coarse grid to be generated close to the wall. For 

the first cell next to the wall, the wall function approach automatically assumes a law of 



the wall profile, which is valid in the region of <30 to 500, Roberson and Crowe. 

(1997). 

3.3.10 Low Reynolds Number Model 

The second method in treating near wall effect is using a low Reynolds number model 

approach. The main difference between the wall function approach and the low Reynolds 

number model approach lies in the grid generation near to the wall. In the low Reynolds 

number model approach, the grid generation in the normal component to the wall must be 

small enough to resolve flow down until the sub-layer region of the flow. High Reynolds 

number turbulence model that employs this approach undergoes modification to include 

damping functions particularly in the dissipation equation () and in the turbulent eddy 

viscosity term, Ahmrd (1998). Popular low Reynolds number model that has been 

developed includes the low Reynolds number model of Jones and Launder (1972), 

Launder and Sharma (1974), Lam and Bremhorst (1981) and Chien (1982). According to 

Wilcox (2002), for a two-equation turbulence model, the modification of the transport 

equation of dissipation near the wall and turbulent eddy viscosity term are defined as: 

VT = C,j 

2 rf 
ôk ak (atj a I v7  ) k (3.47) 
ax ayL crk)ÔY 

+E~ 1v+ 
ax ay

VT )aE 
k 1 Lay) 

C  2 k ay 

Equation (3.47) was developed by Lam and Brernhorst (1981), where, the s term is 

defined as c = + &- , in which the s term is solved through the modified dissipation 

transport equation. The damping functions generated for the low Reynolds number to take 

place are given as f, . f 2, f11.e0  and E . In addition, as described previously, the 

application of the damping function and low Reynolds number models are dependent on 

the turbulence Reynolds number and y values near the wall. 
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In certain cases, a one-equation model is preferred in the near wall region to couple with 

either the high Reynolds number two-equation or RSM turbulence model. This ease due 

to the fact that the empirical nature of the one-equation model often provides good 

prediction for near wall flow. Popular one-equation model used for near wall model 

approach include Wolffsrein (1969) and Norris and Reynolds (1975). This kind of 

approach is also known as the two-layer model approach. When the low Reynolds 

number model is used, the switch from the high Reynolds number turbulence model to 

the low Reynolds number wall model is normally done when the turbulent Reynolds 

number is less then 200. 

(3.48) 

To resolve the flow all the way until the viscous sub-layer, the adjacent grid requirement 

next to the wall must be y<5 and at least 10 grids generated in the sub-layer region of 

Reynolds turbulence number lesser then 200. 

For the one-equation of Wolfastein (1967, 1969), the turbulent kinetic energy, k, equation 

is and the turbulence eddy viscosity are defined as: 

= C /1pk" 21,, 

ô2k 1UT a
2 k a 2u CD pk 3' 2  

=0 (3.49) 
ôi OLaY 'V 

Where the turbulent and dissipation length scale, 1 and 1D are defined as: 

= y(l )... 
(3.50) 

-A. 
1D=y(le

Rer  
 

In most cases, the length scale in equation (3.49) has been modified to suit the ones given 

by Chen and Pate! (1988), which is defined as: 

= KyC;34  (1 - e ' ) (3.51) 

1L) = KyC 
1 4 

- eCn/ ) /1 
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For the RSM turbulence model, the low Reynolds number flow effect is incorporated in 

the modelled dissipation term and also in the pressure strain redistribution term. Manceau 

and Hanjalic (2002) have introduced an elliptical blending model to take account of the 

near wall low Reynolds number effect. The model was based on the elliptical relaxation 

model of Durbin (1993) and is difined as 

01j 
= (1- ka)Ø,' + kaq5 (3.52) 

Where Ø was taken as the high Reynolds number pressure strain redistribution model of 

Speziale (1991) and Ø' is the wall reflection effect defined as: 

= -5 — V,kflh/1k jk k + i - 
7,k11rn (1hjflj (3.53) 

However, results have shown that although low Reynolds number model for near wall 

treatment have managed to reproduce an appropriate C value for the logarithmic law 

equation, it still does not manage to predict good results for flow close to the wall, Wilcox 

(2002). It was shown in Wilcox (2002) that in most cases under adverse and favorable 

pressure gradient application, the low Reynolds number model still over predicts the 

values for skin friction coefficients. According to Wilcox (2002), the main reason why 

the low Reynolds number models failed to predict proper flow behaviour close to the wall 

is due to the inability of the two-equation model to proper predict the flow in the defect 

layer, which translate to poor prediction of the flow in the sub-layer. 

3.3.11 DES Modeling 

As said in Travin et al. (2000), "A Detached Eddy Simulation (DES) is a three-

dimensional numerical simulation using a single turbulence model, which function as a 

sub-grid scale model in regions where the grid density is fine enough for a Large Eddy 

Simulation, and as a Reynolds-Average model in regions where it is not" 

The DES length scale is chosen according to the following equation: 

'DES = rnin(1J.\ ,CDES 
X A) (3.54) 
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where Cj)  is the DES constant calibrated by means of homogeneous, isotropic 

turbulence spectrum, and A is the largest dimension of the elementary control volume 

cell, A= max (Ax,Ay,Az). 

For the one equation Spalart-Ailmaras model (Spalart and Allmaras, 1993), it gives: 

IDES = min(d0, , x (3.55) 

Where d. is the distance from the wall. The consequence of the length scale modification 

is an increase of the dissipation term in the eddy—viscosity transport equation: 

(CO)If6 — CbI  .f12J 

2 

(3.56) 

K 'DI 

3.3.12 DDES Modeling 

In order to avoid a transition from URANS to LES in the shear layer that could produce 

nonphysical artefacts, Spalart, (2006) introduces a modification of the r parameter of the 

Spalart-Alimaras model (Spalart and AUmaras, 1993) in: 

- 

V I  +V (3.57) 
rd 
- UU11 K 2d 

By adding v on the numerator they ensure that rd remains away from 0 in the near wall 

regions. Then we can write fd = I - tanh(8r1 )3 which is 1 away from the wall an 0 in the 

near wall regions where rd <<1. Finally we have: 'DF = d(., 
- f1 max(0,d,, - CDES A). If 

fd = 0, we obtain 'DES = d.0  which yields to RANS modelling and if 

fd = l 'DES = min(d,,CDES  x A) which yields to the classical DES modelling (Spalart et 

al. 1997). 

3.3.13 RANS Model 

It is not practical to resolve all the scales for engineering problems such as the flow over 

the Ahmed body. While TRANS. a transient Reynolds average Navier-Stokes approach 

(RANS), offers a very promising approach because the large scales can be resolved while 

57 



the small scales, which carry less turbulence energy compared to the large scale, are 

modeled by RANS sub-scale models. The averaged Navier-Stokes take the following 

form: 

apU, 
= 

ax, 
(3.58) 

DUi    =g.---+-- v1+- )UiUj 
(3.59) 

Di ' p ax, ox1  L Ox, Ox,  

According to the Boussinesq assumption, the isotropic eddy viscosity diffusivity 

formulation for Reynolds stress reads: 

2  
u.u.=—k8.-vl--+---  

' 3 " 'ax Ox1  
(3.60) 

The above-mentioned assumption is not always true because of the an-isotropic nature of 

the flow in specific cases, such as the case that involve the flows in near wall region. 

3.3.14 Three Equation Model (k-E-v2) 

Durbin (1991 and 1995) devised a three-equation model, known as the k--v2  model or 

v2f model. The idea is to resolve the normal stress v2, along with solving the modified k 

and c equations. The near wall region is resolved exactly and the wall-reflection is 

considered by means of elliptic relaxation in the model. It has been reported (Durbin 

(1991 and 1995), Behnis et al. (1998), Georgi et al. (2000), Lien and Durbin (1996)) that 

this model is a significant improvement over the two-equation model for several test 

cases, such as channel flow, backward facing step, etc. Governing equations read: 

Dk 
' 

a [(
J~

Ok
—+

Di  k ) a 1 
(3.61) 

- - Ce26 +--( + (3.62) 
Dt - 7' 0x, [ o ) Ox1  j 

v+ 
' 

DV . 2 
V O I (3.63) 
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k]   —CO - 
k1  3 -  

7' k 
(3.64) 

122 is a quotient of the pressure strain D,2 by the turbulent kinetic energy k. 

V 1  = Cv2T 

= 0.19,C1  = 1.44,C,.2  = 1.91 o = l.O,o = 1.3 

(oi:i1  auau 
i';: =v1I -+------ I— 

L 3x1 ax) a, 

The time scale T and length scale L can be obtained from the following 

1k (v"2  
T=max—,6I—I } 

Ik32 
'4 

L = 0.3max—Cl4
\
—J 

S S 

20v2 (v2  

J22w I 

p 

where w and p denote the values at the wall and that in the first cell above the wall, 

respectively. 

3.4 Predefined Parameters 

3.4.1 Boundary Conditions 

Boundary conditions are a set of properties or conditions on surfaces of domains and are 

required to fully define the flow simulation. The type of boundary condition that can be 

set depends upon the boundary surface. A fluid boundary is an external surface of the 

fluid domain excluding surfaces where it meets other domains. 

A fluid boundary supports tbllowing boundary conditions: 

(a) Inlet - Fluid predominantly flows into the domain. 
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When we define an area to be an inlet then we anticipate that flow will be in to a domain. 

We can set either velocity or pressure at the point, and solver will calculate the other 

value. 

In the inlet we applied the 

velocity = 40 mIs and temperature = 298K. 

Outlet- Fluid predominantly flows out of the domain. 

When we define an area to be an outlet then we anticipate that flow will be out from a 

domain. 

The outlet boundary condition applied is: 

Relative Static Pressure = 0 Pa. 

Wall - Impenetrable boundary to fluid flow. 

There are three options for the influence of a wall boundary on the flow, namely: 

(i) No Slip Wall (ii) Free Slip Wall and (iii) Rotating Wall. 

No Slip: This is the most common type of wall boundary condition. A real fluid, the 

existence of intermolecular attractions causes the fluid to adhere to a solid wall and this 

gives rise to shearing stress. The real fluids have a zero velocity at the walls and hence 

they cannot slip at the boundary wall. This is known as no slip condition. 

Free Slip: In this case the velocity component parallel to the wall has a finite value 

(which is computed) but the velocity normal to the wall, and the wall shear stress, are 

both set to zero. 

Rotating Wall: This option applies to both stationary and rotating domains and allows 

the wall to rotate with a specified angular velocity. The angular velocity is always in 

relation to the local (relative) frame of reference. An axis must be specified in a stationary 

domain and can optionally be specified in a rotating domain. 

We applied the following wall boundary conditions: 
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Wall influence on flow No slip 

Wall function =Scalable 

Wall roughness "Rough wall 

Roughness height - 0.0002m 

Fixed temperature 298K 

3.4.2 Simulation Parameters 

The following conditions arc used as simulation parameters. 

Simulation type 
Domain type 
Flow region 
Fluid 
Buoyancy 
Reference pressure 
Gravity 

Buoyancy reference temperature 
Domain motion 
Heat transfer option 
Buoyancy turbulence 
Turbulence balance 
Equation class setting 

Solver control 
Advection scheme 
Maximum number of iterations 
Timescale control 
Physical time 
Residual type 
Residual target 
Conservation target 

3.5 Solution Procedure 

3.5.1 General CFD Approach  

Stationary 
Fluid domain 
Subsonic 
Air at 298K 
Buoyant 
l[atm] 
x=0 
Y=0 
Z- 9.807m/s 
298K 
Stationary 
Isothermal 
Production and dissipation, 
k- Epsilon 

Continuity, 
Turbulence Eddy Dissipation, 
Turbulence Kinetic Energy and 
Momentum 

High resolution 
100 
Physical timescale 
Length of tunnel/velocity of fluid 

Maximum 
0.0000001 
0.01 

There are three steps involved in a typical CFD simulation. The three steps are: 

* Pre-Proeessing Stage 

* CFD Solver Stage 

* Post-Processing Stage 
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In the pre-processing stage, CFD users are needed to provide sufficient input to the 

computer in order to obtain the desired output. The pre-processing stage is divided into 

several steps: 

* Geometry Generation 

* Mesh Generation 

* Input for Boundary Conditions 

* Flow Type arraignment 

* Selection of Discretization Scheme 

* Selection of Turbulence and Near Wall Model 

The second stage is the solving stage where the physics of the flow is being solved by the 

computer. The flow solver was run to produce a file of results that contains the variation 

of velocity, pressure and any other variables throughout the region of interest. The third 

and final stage is called the post-processing stage where analysis on graphical 

representation of the numerical results takes place. 

3.5.2 CFD Grid /Mesh Generation and Discretization Methods 

In order to generate the highest quality of grids for the highest level of accuracy on a CFD 

simulation, grids generated depends on the complexity of the flow problem. For high 

complex flow problems, a more complex high quality grids need to be generated for the 

CFD simulation. This high level of flow complexity applies for automotive type 

problems. 1-lowever, the applications of complex grid generation in automotive flow 

problems are dependent on the overall performance of the modern day computers. The 

generation of grids and employing of discretization schemes for a simplified flow were 

done using a linear or potential flow method. 

After the development of supercomputers that are capable in handling complex 

turbulence flows, a non-linear method was developed for grid generation and 

discretization schemes. 

The linear methods or potential flow methods are applied on problems where flow is 

usually incompressible, inviscid and irrotational. Governing Navier-Stokes equation is 
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reduced to its linear Laplace form. Flow that uses the linear methods are not practical in 

solving turbulent flow around a ground vehicle. This is because grid generation for a 

linear method is usually generated only on the body surface of the ground vehicle 

geometry. Despite its limitations, the linear methods are still widely used in the industry. 

However, modeling additional flow phenomena such as vehicle wake and vortex 

thrmation requires separate modeling techniques. it does not have the ability to 

automatically simulate flow separations around the vehicle especially the formation of A-

pillar vortices. Further information on the linear methods is available in Ahmed (1998). 

In the non-linear methods, the physics of the flow takes into account of complex 

phenomenon such as turbulent properties. Therefore, it requires a much more complex 

Navier-stokes equation. Since three-dimensionality is now in play, grids generation will 

occupy the whole computational domain around the geometry of the ground vehicle body. 

For non-linear methods, the coupling of grid generations and discretization of numerical 

schemes approximations can be done using either one of three grids discretization 

methods: 

• Finite Difference 

e Finite Volume 

• Finite Element 

The choice of using the finite difference, finite volume or finite element methods depends 

on the complexity of the geometry. 

According to Ahmed (1998), the finite difference technique was the first to he developed. 

The basic idea of finite difference technique is to express the governing partial 

differential equations approximately into algebraic difference equations form using finite 

difference schemes at the grid nodal point. Finite difference methods often employ 

curvilinear orthogonal grid system that are difficult and time consuming to generate 

especially in three-dimensional computational domain. The resulting governing transport 

equations have more terms. This difficulty makes the finite difference techniques seldom 

used in automotive CFD. 

In the finite volume methods, the computational domain is split up into many small 

control volumes. The partial differential governing equations are integrated over each of 
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the control volumes and the resulting integrated governing equations are then discretized 

using finite-difference schemes. A resulting set of algebraic equations is then formed, 

which are then solved. The main advantage of finite volume methods over the finite 

difference methods is that the finite volume methods can use both structured orthogonal 

and non-orthogonal grid system. In the non-orthogonal grid system, irregular unstructured 

grids can be used. As a result, various grid shapes and size can be used for the finite 

volume methods. This is however, at the expense of additional computational resource, 

Because of the flexibility in grid generation of the finite volume methods, it is the most 

preferable methods used in automobile aerodynamics applications. 

In the finite element methods, the computational domain is split up into small volumes, 

called elements. Within each element, values are being approximated as a liner 

combination of weighting residuals and use the integral form of the governing differential 

equations for each element volume without direct reference to other cells. Infonnation is 

shared among all the other grid points in the element. This method generally uses 

irregular unstructured grid, often in a triangular shaped element. By employing irregular 

unstructured grids, the treatment of complex surface geometry is possible and 

furthermore, it also allows local grid refinements at critical areas without the penalty of 

simultaneous grid refinements at other areas. However, this also serves as a disadvantage since 

sufficient refined grids in finite element methods are needed to give solution of high accuracy, Du 

Pont (2001). 

For structured grids, the computational domain is often divided into several blocks. This 

technique is often defined as Block-Structured or Multi-Block technique. Each block can 

be constructed with different grid density depending on the flow requirement on that 

region (i. e. separation, vortex generation). Often in a three-dimensional flow, hexahedral 

type grid is used for the computational domain. Ilexahedral grids have small no skewness 

resulting in numerical results of high accuracy. The problem with multi-block structured 

grid is that most often, the grids do not align up against its adjacent interface of blocks. 

Grids can also be arranged in an unstructured manner. in three-dimensional flow, grids 

that are normally arranged in an unstructured manner consist of prisms and tetrahedral 

grids. Unstructured grids offer flexibility and in especially on area with complex surface 

geometry. The overall grid generation process is faster with unstructured grids. 
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Figure 3.5. 1 (a, b, C): Grids in different aspect ratio. 
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The present work was conducted by using a ANSYS- 11 Software to generated the grid. 

The unstructured grid used contained about maximum 2096000 elements and 467000 

nodes. We considered 12 grid layers in the boundary layer of the body. 
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Chapter 4 

4.0 RESULTS AND DISCUSSIONS 

Our target is to reduce the Drag exerted by a Ahmed car body. For the purpose numerical 

simulation is chosen and ANSYS-1 I is used as the simulation software. For the 

simulation a car body to be built. Some physical phenomena of the car body will be setup, 

along with property in the flow region. A primary check is required before the 

investigations for a procedure to reduce the drag. Through the check we need to assess the 

uncontrolled flow. While we are using ANSTS-11, it is required to choose the turbulence 

model and in some cases the roughness height of the body. While we are generating 

meshes over the car body and further away from the car body, special attention are 

required to choose the grids. Also number of iteration has its own importance for 

providing the output, thus demand attention to be selected. 

As Ah.med car body is a standard one so whatever the results obtained through simulation 

cannot be accepted. If the results are only comparable to some benchmark then they arc 

accepted. We have chosen Lienhart et al. (2000) as benchmark and so it is our primary 

duty to compare the simulated result with the benchmark. If the simulated result is 

comparable with the benchmark then only we can say that the parameters chosen for the 

simulations are valid. In the following we will discuss how the parameters are chosen in 

section 4.1 as code validation; dependence of the results on the number of grid is 

presented in section 4.2 as grid dependence test. To reduce the drag we have proposed to 

introduce grooves at different positions over the body which is of course basically a 

passive strategy and they will be presented in sections 4.3- 4.6. 

4.1 Code Validation 

As has been discussed, in this subsection the parameters specially the choice of 

turbulence model and selection of roughness height will be discussed. Of course the 

choices will be done on the basis of the comparison with the benchmark. For the 

comparison purpose the drags at the different parts of the body that is drags exerted by 

nose, rear slop and the back may be chosen differently but the total drag may also be 

chosen. We have compared the total drag as a whole but also we have chosen the drags 

exerted by different parts. Also we have cheeked the velocity profiles at different 
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positions over the body to verify the obtained velocities at the positions (comparable or 

not). 

4.1.1 Selection of Turbulence Models 

Turbulance is of great importance in CFD. The understanding of the physics of turbulane 

is cretical and many different models have evolved. Sometimes the turbulance models are 

validated through vehacle aerodynamics. Computers have been used to solve fluid flow 

problems for many years. Numerous programs have been written to solve either specific 

problems, or specific classes of problems. From the mid-1970's, the complex mathematics 

required to generalize the algorithms began to be understood, and general purpose CFD 

solvers were developed. Recent advances in computing power, together with powerful 

graphics and interactive 3D manipulation of models have made the process of creating a 

CFD model and analyzing results much less labor intensive, reducing time and, hence, 

cost. Advanced solvers contain algorithms which enable robust solutions of the flow field 

in a reasonable time. 

For the comparison purpose we have chosen k- s, k- w, Shear Stress Transport (SST) 

and Baseline k- co (BSL) turbulence models. The comparison is done on the basis of 

velocity profiles at different locations over Ahmed car body. A velocity of 40m/s, is taken 

in these simulations and the respective velocity profiles are compared for the different 

turbulence models. The experimental data of the Linhart Ct al. (2000) is also compared 

with the chosen turbulence models velocity profiles. A detail of these comparisons are 

discussed below: 

The origin of the Cartesian coordinate system considered is placed at the floor beneath the 

rear end of the body, x-axis is placed in the longitudinal direction towards outlet, y-axis is 

placed along the width, and z axis is along the vertical. As a result the body is at the 

negative side of x (A brief description of the body is given in §- 3.2 earlier). Velocity 

profiles at different locations are taken but for the sake of brevity only six key locations 

are presented here with inlet flow velocity 40m/s. The locations are in front of the body, 

about the middle part of the body, close to the start of the slant, over the slant, close to the 

rear end and a bit away from the back. Velocity profiles of the simulations with k-c, k-o, 

SST and BSL turbulence models, are compared with the experimental data of Linhart et 



al. (2000). The velocity profiles at different locations along with the experimental data are 

presented in Fig 4. 1. 1 (a-f). 

Velocity profiles at x= -1.062m 
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Figure 4.1.1(a):Velocity profiles at x= -1.062m. 

In the front position (Fig 4.1.1a) the velocity profiles due to all the turbulence models 

matches well with the experimental value up to a certain height 0.45m. Above that height 

the velocity suggested by the models are more than the experimental, of them k-s, models 

velocity deviates more with the increase of height. 
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Velocity profiles at x= -0.862m 
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Figure 4.1. 1(b): Velocity profiles at x- -0.862m. 

Over the midpoint of the body (Fig 4. 1.1 b) all the patterns of the velocity profiles due to 

the different turbulence model matches well with the experimental one but differ in terms 

of velocities except nearer the body. Nearer the body, the shape of the experimental 

velocity profile mismatches with the model. Of the four, suggested velocity by k- model 

is closer to the experimental (little more) near the body. Its suggested velocity remains 

more than the experimental all through the height. Except close to the body velocity 

profiles of BSL remain close to the experimental. 
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Velocity profiles at x= -0.212m 
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Figure 4.1.1(c): Velocity profiles at x -0.212m 

At the position near the start of the body (Fig 4.1. ic) velocity profiles suggested by k-w 

model is close to the experimental (near the body). Velocity produced by the k-F, model is 

the next, but deviates more with the increase in height. 
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Velocity profiles at x=-0.112m 
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Figure 4.1.1( d): Velocity profiles at x-0.1 12m. 

Over the slant, near the body k-6 model's velocity is in the best match with the 

experimental data, BSL model suggested profile is next (Fig 4.1.1d). None of the model is 

showing the sharp turning as is found in the experiment. 
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velocity profiles at x= 0.038m 
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Figure 4.1.1( e): velocity profiles at x= 0.038m. 

At the position after the rear end the shape prescribed by the experimental data is not 

found through models (Fig 4.1 .1e). The models suggested shape is smooth but the 

experimental one is not that much. At the sharp turning performance of the k-c is close to 

experimental. With the increase in height k-c model's velocity differ more from the 

experiment. 
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Velocity profiles at x=0.138m -- k-epsHonl 
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Figure 4.1.1(f): Velocity profiles at x0. 138m. 

Away from the rear end the sharp turning is found in all model's velocity profile (Fig 

4.1.11) but the velocities and heights of turning are different for different models. The 

velocity and height at the turning produced by the BSL model is close to the experimental 

data, though the velocity-height relationship differ from the experimental data before the 

free stream. 

From the above discussion it may be concluded that 

(a) The geometry proposed by Ahmed (1984) has been well adapted in the 

simulation. 
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The velocity profiles at different locations obtained through different turbulent 

models are comparable among them and also to the benchmark. 

Near the body the performance of the k-a model is best among the models 

considered. 

Hence for our further experiments purpose k-c model will be considered. 

4.1.2 Selection of Roughness Height 

In most CFD program a standard roughness height is need to set. But if we take much 

rough surface like sand grain size, we need to modify the wall function for the turbulence 

model with the more active roughness height. Flow over rough surface has significant 

importance in industrial application but much less knowledge is available for flow over 

rough surface. Sometimes the roughness heights are validated through vehicle 

aerodynamics. To choose the roughness height comparison is done between the drag 

coefficients of k-a and RNG k-a turbulence models at different roughness heights over the 

Ahmed body. In these simulations 40 m/s velocity is taken. 

As the all car body dimensions are normalized with the body height H so the roughness 

height is also normalized by the same. As a result though simulations are done with the 

roughness heights 0.0001 m, 0.0002m etc but plots are not showing that values. 

Figure 4.1.2 and Figure 4.1.3 are representing the overall effects of roughness height on 

the total drag coefficient for the k-a turbulence model and RNG k-a turbulence model 

respectively. From Figure 4.1.2 it is clear that with the increase in the roughness height 

the total drag primarily decreases and latter increases, which indicates that k-a turbulence 

model has dependency on the roughness height. On the other hand, from Figure 4.1.3, the 

total drag increases rapidly with the increase in roughness height. After certain value 

though it remains increasing but the rate slows down. 
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Figure.4. 1.2. Drag coefficient profile for different value of k for k-s turbulence model 
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Figure.4. 1.3. Drag coefficient profile for different value of?. for RNG k-8 turbulence 
model 

Not only the total drag is the matter of interest but also the drags at the nose, rear slope 

and at the back are of interest. Thus the drag coefficients at the nose, at the back and at 

the rear slope along with their sum treated as the total drag coefficients are tabulated for 

different values of the normalized roughness height in Table 4.1.1 and 4.1.2 for k-S and 

RNG k-E turbulence model respectively. 

Table 4.1.1: Drag coefficient values for k-E model. 

Roughness 
height/Body 

height 

Drag 
coefficient at 

the nose 

Drag 
coefficient at 
the rear slope 

- Drag 
coefficient at 

the back  

Total drag 
coefficient 

0.0003472 0.01400 0.13589 0.11400 0.26389 
0.0006944 0.01795 0.12892 0.11590 0.26280 
0.0010416 0.02058 0.12505 0.11728 0.26291 
0.0013888 0.02270 0.12203 0.11888 0.26361 
0.0017360 0.02466 0.12012 0.12021 0.26499 
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It is seen from Table 4. 1.1 that with the increase in the normalized roughness height the 

drag coefficient at the nose is continuously increasing. The drag coefficient at the back is 

also monotonously increases but the drag at the rear slope decreases with the increase in 

the normalized roughness height. These up and down effects finally have produced 

primary decrease and then increase effect. From Table 4.1.2 it is observed that with the 

increase in the normalized roughness height the drag coefficient at the nose grows 

primarily faster but afterward slows down. 

Table 4.1.2: Drag coefficient values for RNG k-c model. 

Roughness 
height/Body 

height 

Drag 
coefficient at 

the nose 

Drag 
coefficient at 
the rear slope 

Drag 
coefficient at 

the back 

Total drag 
coefficient 

0.0003472 0.014552 0.115008 0.140176 0.269736 

0.0006944 0.017966 0.115004 0.141573 0.274543 

0.0010416 0.020612 0.114932 0.143282 0.278826 

0.0013888 0.024207 0.113039 0.143021 0.280267 

0.0017360 0.024788 0.114038 0.142814 0.281640 

It is seen from Table 4.1.2 the drag coefficient at the back primarily increases but 
afterward decreases, whereas that at the rear slope primarily decreases and then increases, 
but at in sum, the total drag coefficient increases continuously with the increase in the 
normalized roughness height. 

Finally the minimum coefficient of drags at the rear slant and at the back are in Table 
4.1.3 to compare among k-c and RNG k-c turbulence models with LSTM benchmark 
values. It is observed that the simulations produced drags are comparable with the LSTM 
benchmarks. 

Table 4.1.3: Comparison between drag coefficients of different models 

Model Drag coefficient at the 
rear slope  

Drag coefficient at the back 

LSTM(Lienhart et al. 2000) 0.121  0.129 
k-c 0.1289 0.1159 
RNG k-& 0115008 0.140176 
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On the basis of the above discussion we may conclude that 

Drag exerted by nose, rear slop and back do not show coherent behavior, i.e. with 

the increase in one there may decrease in other. 

k-c turbulence model has dependency on the roughness height. 

As we have the intension to use the k-c turbulence model in the simulations attention 

should be given to this parameter. It has been found that a roughness height 0.0002m 

(equivalent to normalized value 0.0006944) is to be chosen for better performance in 

terms of drag. 

Thus for further experimentations k-c model with roughness height as 0.0002m will be used. 

4.2 Grid Dependency Test. 

Krajnovic and Davidson (2005 a) divided mesh quality in three groups and proposed that 

the extension of near-wake separation bubble in the coarse, medium and fine grid 

simulations will be 0.6H, 0.65H and 0.65H, respectively (H, being the height of the 

body). 

Many researchers used various numbers of elements for their simulation. Bruneau et al. 

(2007) presented 983040 cells (element) uniform mesh for numerical efficiency. 

Figure 4.2.1: Extension of near-wake separation bubble (ENSB). 
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Harinaldi et al. (2011) used Gambit 2.49 software to generat the grid. Meshing was tetra/ 

hybrid element with hex core type and the grid number was more than 1.7 million 

(1700000) in order to ensure detail discretization and more accurate results. 

Profiles of Extension of Near Wake Separation Bubble 
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Figure 4.2.2: A profile of ENSB(m) against number of element. 

Table 4.2.1: Data of Extension of the near-wake separation bubble (ENSB) for Krajnovic 

(2005a) and Experimental value. 

S. No. Grid Name ENSB of Experimental value ENSB of Krajnovic and 
Davidson(2005a) 

Coarse grid 0.43H 0.61-1 
2 Medium grid 0.64H 0.65H 
3 Fine grid 0.64H 0.6511 

Table 4.2.2: Data element's number, ENSB and grid quality(name of grid). 

S.No Grid Name N. of Elements ENSB 
I Coarse grid 1390049 0.07 1429m or 0.25H 
2 Coarse grid 1420184 0.122449m or 0.43H 
3 
4 

Medium grid 
Fine grid 

1603745 0.183673rnor0.64H________ 
0.183673m or 0.64H 1711316 

5 Fine grid 1854221 0. 1 83673m or 0.64H 
6 neid 2096390 0.1 83673m or 0.64H 

In our case trial and error process is used to find the number of elements suitable for the 

generation of Ahmed car body. For the purpose extension of near wake separation babble 

has been cheeked and it has been found that about 2096000 numbers of elements can be 

handled by the computing facility used and is suitable and the drag is comparable to the 

benchmark (LSTM). 
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The turbulent model that has been used is not incidental. The suggestion given by Azad et 

al. (2012) has been adopted. The roughness height has been taken (0.0002m) as per 

suggestion of Azad et al. (2013). 

4.3 Effect of Groove at Top Surface. 

To assess the effects of grooves at the top surface we have performed two different types 

of studies namely one groove at the end of the top surface and a pair of grooves at the end 

of the top surface. In both the study we have varied the diameter of the grooves. 

4.3.1 A Single Groove. 

Figure 4.3.1: Ahmed body without any groove (case 0). 

In these studies flow is transformed by introducing a transverse groove that is placed at 

the end of the top surface. Three different grooves of different radii 1 mm, 2mm and 3mm 

are used in the simulations. 

 

Figure 4.3.2: Ahmed body with a single groove at the end of the top surface. 
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A groovc of 1 mm radius placed transversely at the rear end of the top surface is 

considered as Case 1, that with radius 2 and 3mm are considered as Case 2 and Case 3 

respectively. It may be mentioned that the uncontrolled flow is considered as Case 0. 

For the sake of identification different walls of body has been identified by different 

numbers. Due to of special interest the nose, top, rear slop and back surface of the body 

has been labeled as wall-I, wall-2, wall-3 and wall-4 respectively. 

The drag coefficient at the nose, back, the rear slop and the total are represented by Ck, 

CB, C5  and CD respectively. 

Before experimentation the drag coefficients of the uncontrolled flow is compared with 

those of the benchmark results obtained by Lienhart et aI. (2000). This comparison 

presented in table-4.3. I validates the observed drag through simulation. 

It has been found that though the drags at different parts are quite different but the total 

drags are comparable as presented in table-4.3. I. From the tabulated drag it is observed 

that the error is about 0.2656%. 

Table 4.3.1: Validation of drag force and drag force components 

(for uncontrolled flow). 

C 
k 

C 
B 

C 
S 

C 
D 

Error% 

Lienhart et al.(2000) 0.0135 0.1290 0.1210 0.2635 

k-c 0.0179 0.1289 0.1159 0.2628 - 0.2656 

Table 4.3.2: Comparison among the different cases. 

Case Radius of CD of wall-3 
groove  

Pd (m) Total C1) 

Case 0  0.128925 0.004972 0.262800 
Case I 0.003472H 0.121933 0.005197 0.258570 

Case2 0.006944H 0.121141 0.008659 0.267430 
Case 3 0.010417H 0.122304 0.005194 0.272677 

Pd = Perpendicular distance of vortex center from the slant surface. 
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Table 4.3.3: The coefficient of drag (CD) at wall-i, wall -3, wall -4 and total. 

Case Radius of CD of wall-i 
groove  

CD of wall-3 CD of wall-4 

0.115898 

Total CD 

Case0 0.017954 0.128925 0.262800 

Case I 0.003472H 0.018009 0.121933 0.118628 0.258570 
Case 2 
Case 3 

0.006944H 
0010417H 10018362 

0.0180256 
Jo 
0.121141 

122304 
0.128263 
0132011 

0.267430 
0272677 

-Y 
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Figure 4.3.3: Velocity profiles for various value of Cl) on the wall-4. 

Figure 4.3.3 represents the velocity profiles of uncontrolled flow (case 0) and control 

flow (case 1, 2 and 3). The flow is controlled by placing transverse grooves of different 

radius at the end of the wall-2. It is found that with the increase in groove diameter the 

diameter of the vortex that are forming close rear end increases. It is observed that the 

drag coefficient as also being increased. 

The perpendicular distances of vortex center from the slant surface, the C})  of wall-3 and 

the total C1)  has been tabulated in table 4.3.2. From the table it revealed that Pd of control 
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flows are of higher magnitude than that of the uncontrolled flow, it may be also mention 

that with the change in the radius of the groove the Pd also changes. As is known the shift 

of vortex from the slant surface produced less drag at the slant surface. As in our case 

with the insertion of the grooves the vortex has been shifted from the slant surface and 

thus will produce less amount of drag over the slant surface, which can be clearly 

observed from the table 4.3.2. 

The coefficient of drag at wall-i, wall-3, wall-4 and the total CD along with the radius of 

grooves are tabulated in table 4.3.3. It is seen from the table that the coefficient of drag at 

wall-3, has been reduced in all cases after insertion of the groove, i.e. with the 

introduction of the passive control the CD at wall-3 can be reduced (though the rate of 

reduction is irregular). Whereas the C1) at wall-4 has been increased from the uncontrolled 

flow. The rate of increase of CJ)  at wall-4 is systematic. This is also the case in case of 

wall-I, where as in the case of total CD which the insertion of the groove the total Cu has 

been primarily reduced, but with the increase in diameter it has increased and gone above 

the value of the uncontrolled scenario. 

4.3.2 A pair of Grooves. 

In this study flow is transformed by introducing two transverse grooves that are placed at 

the end of the top surface but one of the grooves was inverted. Three pairs of grooves of 

different radii are used in the simulations. Out of them the first one from the front is 

inverted groove. Here again three Cases assessed. 

Case 4: Like figure 4.3.4, two grooves placed side by side at the rear end of the top 

surface where the first pairs of radius 1mm inverted groove and the second groove's 

radius was 2mm. 
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Figure.4.3.4: Ahmed body with two grooves at the end of the top surface. 

Case 5: Two grooves each of radii 1 mm, placed side by side at the rear end of the top 
surface where the first was inverted groove. 

Case 6: Two grooves placed side by side at the rear end of the top surface where the first 
of radius 2mm was inverted groove and the second groove's radius was 1mm. 

Table 4.3.4: Comparison among the different cases. 

Case Radius of groove C1)  of wall-3 Pd (m) Total CD 
Case 0  0.128925 0.004972 0.262800 
Case 4 0.0034721-1 & 

0.006944H  

0.123373 0.005197 0.274390 

CaseS 0.0034721-1 & 
0.003472H  

0.119297 0.007793 0.261507 

Case6 0.006944H& 
0.003472H  

0.1201851 0.005199 0.272401 

Table 4.3.5: The coefficient of drag (CJ)) at wall-I, waIl -3, wall -4 and total. 

Case Radius of CD of wall-i CD of wall-3 CD of wall-4 Total Cr) 
groove  

0.115898 Case 0  0.017954 0.128925 0.262800 

Case 4 0.003472H& 0.018734 0.123373 0.132290 0.274390 
0.00694414  

CaseS 0.003472H& 0.017655 0.119297 0.124655 0.261507 
0.003472H  

Case6 0.006944H& 0.017805 0.1201851 0.134411 0.272401 
0.003472H  
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Figure 4.3.5: Velocity profiles for various value of CD on the wall-4. 

Figure 4.3.5 represents the velocity profiles of uncontrolled flow (case 0) and control 
flow (case 4, 5 and 6). The flow is controlled by placing transverse grooves of different 
radius at the end of the wall-2. It is found that with the increase in groove diameter the 
diameter of the vortex that are forming at the rear end increases. And it is observed that 
the drag coefficient as also being increased. 

The perpendicular distances of vortex center from the slant surface, the CD of wall-3 and 
the total CD has been tabulated in table 4.3.4. From the table it revealed that Pd of control 
flows is of higher magnitude than that of the uncontrolled flow. It may be also mention 
that with the change in the radius of the groove the Pd also changes. As is known the shift 
of vortex from the slant surface produced less drag at the slant surface. As in our case 
with the insertion of the grooves the vortex has been shifted from the slant surface and 
thus will produce less amount of drag over the slant surface, which can be clearly 
observed from the table 4.3.4. 
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The coefficient of drag at wall-I, wall-.3, wall-4 and the total CL) along with the radius of 
grooves are tabulated in table 4.3.5. It is seen from the table that the coefficient of drag at 
waii-3, has been reduced in all cases after insertion of the groove, i.e. with the 
introduction of the passive control the C])  at wall-3 can be reduced (though the rate of 
reduction is irregular). Whereas the C])  at wall-4 has been increased from the uncontrolled 
flow. The rate of increase of C]) at wall-4 is not systematic. This is also the case in case of 
wall-I, where as in the case of total C0  which the insertion of the groove the total C0  has 
been primarily increased, but with the increase in diameter it has reduced and next it has 
increased and gone above the value of the uncontrolled scenario. 

4.4 Effect of Groove at Slant Surface. 

To view the effects of grooves at the slant surface four different studies, each with three 
cases is performed. One study is conducted by introducing a single groove at the end of 
the slant surface. The other three studies are done considering one groove at the 

beginning of the slant and the other groove at the end of slant surface. In the study we 
varied the diameter of the grooves. 

4.4.1 Single Groove. 

In these studies flow is transformed by introducing a transverse groove is placed at the 

end of the slant surface (which we shall call wall 3). Three different grooves of different 
radii 1mm, 2mm and 3mm are used in the simulations. 

Figure 4.4. I: Ahrned body with a groove at the end of the slant surface. 

Case 7: Figure 4.4. 1- A groove of 1mm radius placed transversely at the rear end of the 
slant surface. 

Case 8: A groove of 2mm radius placed transversely at the rear end of the slant surface. 

Case 9: A groove of 3mm radius placed transversely at the rear end of the slant surface. 



If 

Table 4.4. 1: Comparison among the different cases. 

case Radius of groove CD of wall-3 Pd (m) Total C1  
Case 0  0.128925 0.004972 0.262800 
Case7 0.003472H 0.113135 0.005195 0.255172 
Case 8 0.006944H 0.113603 0.005196 0.255023 
Case 9 10. 010417H  0.12002 0.005195 0.255927 

Table 4.4.2: The coefficient of drag (CD) at wall-i, wall -3, wall -4 and total. 

Case Radius of CE)  of wall-i 
_groove  

CD of wall-3 CJ)  of wall-4 Total CD 

Case 0 1  0.017954 0.128925 0.115898 0.262800 
Case7 0.003472H 0.017743 0.113135 0.124293 0.255172 
Case 8 0.006944H 0.018420 0.113603 0.123000 0.255023 

- 

Case9 0.010417H 0.018155 [0.12002 0.117752 0.255927 

Velocity profiles along x at lee (y= 0, z= 0.13) 
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Figure 4.4.2: Velocity profiles for various value of CD on the wall-4. 
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Figure 4.4.2 represents the velocity profiles of uncontrolled flow (case 0) and control 

flow (case 7, 8 and 9). The flow is controlled by placing transverse grooves of different 

.Al radius at the end of the wall-3. It is found that with the increase in groove diameter the 

diameter of the vortex that are forming close the rear end increases. And it is observed 
that the drag coefficient as also being increased. 

The perpendicular distances of vortex center from the slant surface, the Cj)  of wall-3 and 
the total C1)  has been tabulated in table 4.4. 1. From the table it revealed that Pd of control 

flows are of higher magnitude than that of the uncontrolled flow. It may be also mention 

that with the change in the radius of the groove the Pd also changes. As is known the shift 

of vortex from the slant surface produced less drag at the slant surface. As in our case 

with the insertion of the grooves the vortex has been shifted from the slant surface and 

thus will produce less amount of drag over the slant surface, which can be clearly 

observed from the table 4.4. 1. 

The coefficient of drag at wall- I, wall-3, wall-4 and the total CD along with the radius of 

grooves are tabulated in table 4.4.2. It is seen from the table that the coefficient of drag at 

wall-3, has been reduced in all cases after insertion of the groove, i.e. with the 

introduction of the passive control the C[)  at wall-3 can be reduced. Whereas the CI-)  at 

wall-4 has been increased from the uncontrolled flow. The rate of increase of Cr)  at wall-4 

is systematic. This is also the case in case of wall-I, where as in the case of total C1)  

which the insertion of the groove the total C1)  has been reduced. 

4.4.2: A pair of Grooves. 

(a) In these experiments two transverse grooves that are placed at the beginning and at the 

end of the slant surface. Three different cases of different radii are used in the 

simulations. 

Figure 4.4.3: Ahmed body with two grooves at the beginning and at the end of the slant 

surface. 

Case 10: Figure 4.4.3- Two grooves each of radii 3mm placed at the beginning and at the 

end of the slant surface. 
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Case 11: Like figure 4.4.3, 1st 
 groove of radius 2mm placed at the beginning of the slant 

surface and the 2 1̀  on of radius 3mm placed at the end of the slant surface. 

Case 12: Like figure 4.4.3, JSL  groove of radius 1mm placed at the beginning of the slant 
surface and the 2' on of radius 3mm placed at the end of the slant surface. 

Table 4.4.3: Comparison among the different cases. 

Case Radius of CD of wall-3 Pd (m) Total CD 
groove 

Case0  0.128925 0.004972 0.262800 
Case 10 0.010417H& 0.112605 0.008661 0.261750 

0.0104171-1  

Case 11 0.006944H& 0.109372 0.006063 0.258405 
0.010417H  

Case 12 0.003472H& 0.120343 0.008660 0.25577 
0.0104171-1  

Table 4.4.4 The coefficient of drag (CD) at wall-i, wall -3, wall -4 and total. 

Case Radius of CJ)  of wail-I C1)  of wall-3 CD of wall-4 Total C1)  
groove 

Case0  0.017954 0.128925 0.115898 0.262800 

Case 10 0.010417H& 0.018776 0.112605 0.130376 0.26175 

0.010417H  

Case II 0.006944H& 0.018648 0.109372 0.130368 0.258405 

0.010417H  

Case 12 0.0034721-I& 0.017681 0.120343 0.117746 0.25577 

0.0104171-1 

In the following figure (Figure 4.4.4) the velocity profiles of uncontrolled flow (case 0) 

and control flow (case 10, 11 and 12) are presented. The flow is controlled by placing 

transverse grooves of different radius at the beginning of the wall-3 and at the end of 

wall-3. It is found that with the increase in groove diameter the diameter of the vortex that 

are forming close the rear end increases irregularly. And it is observed that the drag 

coefficient as also being increased. 

The perpendicular distances of vortex center from the slant surface, the C1)  of wall-3 and 

the total CD has been tabulated in table 4.4.3. From the table it revealed that Pd of control 

flows are of higher magnitude than that of the uncontrolled flow, it may be also mention 

that with the change in the radius of the groove the Pd also changes. As is known the shift 

of vortex from the slant surface produced less drag at the slant surface. As in our case 

with the insertion of the grooves the vortex has been shifted from the slant surface and 
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thus will produce less amount of drag over the slant surface, which can be clearly 

observed from table 4.4.3. 
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Figure 4.4.4: Velocity profiles for various value of CD on the wall-4. 

The coefficient of drag at wall-I, wall-3, wall-4 and the total CD along with the radius of 

grooves are tabulated in table 4.4.3. It is seen from the table that the coefficient of drag at 
wall-3, has been reduced in all cases after insertion of the groove, i.e. with the 
introduction of the passive control the CD at wall-3 can be reduced (though the rate of 
reduction is irregular). Whereas the CD at wall-4 has been increased from the uncontrolled 

flow. The rate of increase of C!)  at wall-4 is not systematic. This is also the case in case of 
wall-i, where as in the case of total CD which the insertion of the groove the total Cj)  has 

been reduced and with the increase in diameter it has decreased gradually. 

(b) In these studies two transverse grooves are placed at the beginning and at the end of 

the slant surface. Three different cases of different radii are used in the simulations. 

Case 13: In this case two transverse grooves are placed at the beginning and at the end of 

the slant surface, where the groove's radii were 1mm. 
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Figure 4.4.5: Ahnied body with two grooves at the beginning and at the end of the slant surface. 

Case 14: Figure 4.4.5- In this case two transverse (Yrooves are placed at the beginning and 

at the end of the slant surface, where the beginning groove's radius was lrnm and the end 

groove's radius was 2 mm. 

Case 15: In this case two transverse grooves are placed at beginning and at the end of the 

slant surface, where the beginning groove's radius waslmm and the end groove's radius 

was 3mm. 

Table 4.4.5: Comparison among the different cases. 

Case Radius of C1)  of wall-3 IPd(m) Total Cj)  

Case 0 
groove  

 0.128925 
0.113964 

0.004972 0.262800 
0.005206 0.255129 Case 13 0.003472H& 

0.003472H  

Case 14 0.003472H& 0.107669 0.008660 0.251498 
0.006944H  

0.008660 0.25577 Case 15 0.003472& 0.120343 
0.01041711  

Table 4.4.6: The coefficient of drag (C1)) at wall-I, waIl -3, wall -4 and total. 

Case - 

Case 0 

I Radius - of 
groove 

- CD of wall-I 

0.017954 

CD of wall-3 ] 
-I 

0.128925 

Cj  of wall-4 

I_0.115898  

Total CJ)  - 

0.262800 
Case 13 0.003472H& 0.122167 0.255 129 0.018998 0.113964 

0.003472H   _.J___ 
0.251498 

0.25577 

Case 14 

Case 15 

0.00347211& 

0.003472F1& 

0.017472 

0.017681 

0.107669 

0.120343 

0.126356 

0.117746 
0.Pi 12kL  
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Figure 4.4.6: Velocity profiles for various value of CD on the wall-4. 

Figure 4.4.6 represents the velocity profiles of uncontrolled flow (case 0) and control 

flow (case 13, 14 and 15). The flow is controlled by placing transverse grooves of 

different radius at the front and the rear end of the wall-3. It is found that with the change 

in groove diameter the diameter of the vortex that are forming at the rear end also 

increase. It is observed that the drag coefficients as also being increased at wall- 4 but the 

increased in drag coefficients are irregular. 

The perpendicular distances of vortex center from the slant surface, the CD of wall-3 and 

the total CD has been tabulated in table 4.4.5. From the table it revealed that Pd of control 

flows are of higher magnitude than that of the uncontrolled flow. It may be also mention 

that with the change in the radius of the groove the Pd also changes. As is known the shift 

of vortex from the slant surface produced less drag at the slant surface. As in our case 

with the insertion of the grooves the vortex has been shifted from the slant surface and 
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thus will produce less amount of drag over the slant surface, which can he clearly 

observed from table 4.4.5. 

The coefficient of drag at wall-I, wall-3, wall-4 and the total CD along with the radius of 

grooves are tabulated in table 4.4.6. It is seen from the table that the coefficient of drag at 

wall-3, has been reduced in all cases after insertion of the groove, i.e. with the 

introduction of the passive control the CD at wall-3 can be reduced (though the rate of 

reduction is irregular). Whereas the C1)  at wall-4 has been increased from the uncontrolled 

flow. The rate of increase of CD at wall-4 is not systematic. This is also the case in case of 

wall-I, whereas in the case of total CD which the insertion of the groove the total CD has 

been reduced and with the increase in diameter it has also reduced (though the rate of 

reduction is irregular). 

(c) In these studies two transverse grooves are placed at the beginning and at the end of 

the slant surface. Three different cases of different radii are used in the simulations. 

Case 16: 1" groove of radius 3mm placed at the beginning of the slant surface and the 
2nd 

on of radius 1mm placed at the end of the slant surface. 

Case 17: 1st  groove of radius 3mm placed at the beginning of the slant surface and the 2 
 nd 

on of radius 2mm placed at the end of the slant surface. 

Figure 4.4.7: Ahmed body with two grooves at the beginning and at the end of the slant 

surface. 

Case 18: Figure 4.4.7-Two grooves each of radii 3mm placed at the beginning and at the 

end of the slant surface. 
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Table 4.4.7: Comparison among the different cases. 

Case J­Radiv s of CD of wall-3 Pd(rn) Total CD 
je  

Case 0  0.128925 0.004972 0.262800 
0.26384 Case 16 0.010417H& 0.111955 0.005195 

0.003472H  

Case 17 0.010417H& 0.107474 0.005194 0.260848 
0.006944H  

Case 18 0.010417H& 0.112605 0.008661 0.26175 
0.010417H  

Table 4.4.8: The coefficient of drag (CD) at wall-I, wall -3, wall -4 and total. 

Case Radius of C of wall-I 
J 

C1  of wall-3 Cl) Total CD 
groove  of wall-4  

Case 0  0.017954 0.128925 0.115898 0.262800 
Case 16 0.010417H& 0.0189966 0.111955 0.132889 0.26384 

0. 003472H  

Case 17 0.010417H& 0.017727 0.107474 0.1356468 0.260848 
0. 006944H  

Case 18 0.010417H& 0.018776 0.112605 0.130376 0.26175 
0,010417H  

Figure 4.4.8, in the next page, represents the velocity profiles of uncontrolled flow (case 

0) and control flow (case 16, 17 and 18). The flow is controlled by placing transverse 

grooves of different radius at the beginning and at the end of the wall-3. It is found that 

with the change in groove diameter the diameter of the vortex that are forming at the rear 

end also changes. It is observed that the drag coefficients as also being increased at wall-

4 but the increased in drag coefficients are irregular. 

The perpendicular distances of vortex center from the slant surface, the CJ)  of wall-3 and 

the total C1)  has been tabulated in table 4.4.7. From the table it revealed that Pd of control 

flows are of higher magnitude than that of the uncontrolled flow. It may be also mention 

that with the change in the radius of the groove the Pd also changes. As is known the shift 

of vortex from the slant surface produced less drag at the slant surface. As in our case 

with the insertion of the grooves the vortex has been shifted from the slant surface and 

thus will produce less amount of drag over the slant surface, which can be clearly 

observed from table 4.4.7. 
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Figure 4.4.8: Velocity profiles for various value of C1)  on the wall-4 

The coefficient of drag at wall-1, wall-3, wall-4 and the total CD along with the radius of 

grooves are tabulated in table 4.4.8. It is seen from the table that the coefficient of drag at 

wall-3, has been reduced in all cases after insertion of the groove, i.e. with the 

introduction of the passive control the CD at wall-3 can be reduced (though the rate of 

reduction is irregular). Whereas the CD at wall-4 has been increased from the uncontrolled 

flow. The rate of increase of CD at wall-4 is not systematic. This is also the case in case of 

wall-i, whereas in the case of total CD which the insertion of the groove the total C1  has 

been primarily increased, but with the increase in diameter it has reduced and gone below 

the value of the uncontrolled scenario. 

4.5 Effect of Groove at Top and Slant Surface. 

In these studies two transverse grooves are placed at the end of the top surface and at the 

end of the slant surface. Three pears different grooves of different radii are used in the 

simulations. 



Case 19: Like figure 4.5. 1, two grooves of both 1 mm radii placed transversely at the rear 

end of the top surface and at the end of the slant surface. 

.' 

A 

.7 

Figure 4.5.1: Ahmed body with two grooves at the beginning of the top and at the end of 
the slant surface. 

Case 20: Figure 4.5.1- In this case two transverse grooves are placed at the end of the top 

surface and at the end of the slant surface, where the top groove's radius was 1mm and the 

slant groove's radius was 2 mm. 

Figure 4.5.2: Ahmed body with two grooves at the beginning of the top and at the end of 
the slant surface. 

Case 21: Figure 4.5.2-In this case two transverse grooves are placed at the end of the top 

surface and at the end of the slant surface, where the top groove's radius waslmm and the 

slant groove's radius was 3 mm. 



Table 4.5.1: Data of Perpendicular distance of vortex center from the slant surface (Pd), 
the C1)  of wall- 3 and the total CD. 

Case Radius ofoove CD of wall-3 
- 

Pd (m) TotaIC 
Case 0  0.128925 0.004972 0.262800 
Case 19 0.003472H& 0.108523 0.007793 0.252323 

0.003472/H 
I 

Case 20 0.00347211& 0.105448 0.008660 0.25053 
0. 006944H  

0.123623 0.006929 0.256772 Case 21 0.003472H& 
0.01041711  

Table 4.5.2: The coefficient of drag (CD) at wall-I, wall -3, wall -4 & total. 

Case Radius of I C1)  of wall-I CD of wall-3 CD Total CJ)  
groove  of wall-4  

CaseO  0.017954 0.128925 0.115898 0.262800 
Case 19 0.003472H& 0.017418 0.108523 0.126380 0.252323 

0.00347211  

Case 20 0.0034721-1& 0.017720 0.105448 0.127363 0.25053 
0.006944H  

Case21 0.0034721-1& 0.017919 0.123623 0.115230 0.256772 
0.0I0417H  

The following figure, Figure 4.5.3 represents the velocity profiles of uncontrolled flow 

(case 0) and controlled flow (case 19, 20 and 21). The flow is controlled by placing 

transverse grooves of different radius at the end of the top surface and the end of the slant 

surface. It is found that with the change in groove diameter the diameter of the vortex that 

are forming at the rear end also changes. It is observed that the changes in drag 

coefficients are irregular. 

The perpendicular distances of vortex center from the slant surface, the C1)  of wall-3 and 

the total C1)  has been tabulated in table 4.5. 1. From the table it revealed that Pds of 

control flows are of higher magnitude than that of the uncontrolled flow. It may be also 

mentioned that with the change in the radius of the groove the Pd also changes. It is 

known that the shift of vortex from the slant surface produce less drag at the slant surface. 

As in our case with the insertion of the grooves the vortex has been shifted from the slant 

surface and thus will produce less amount of drag over the slant surface, which can be 

clearly observed from table 4.5.1. 

97 



Velocity profiles along x at lee (y= 0, z= 0.13) 

40 

30 

20 

E 10 

>' 

0 

10 

-20 

-30 

> 

N, 

 

(x=0, y=O, z=0.13) 

Figure 4.5.3: Velocity profiles for various value of C1)  on the wall-4. 

The coefficient of drag at wall-I, wall-3, wall-4 and the total Cl)  along with the radius of 

grooves are tabulated in table 4.5.2. It is seen from the table that the coefficient of drag at 
wall-3, has been reduced in all cases after insertion of the groove, i.e. with the 
introduction of the passive control the CD at wall-3 can be reduced (though the rate of 
reduction is irregular). The CD at wall-4 has been increased from the uncontrolled flow 
for case 19 and 20 but for the case 21 it has decreased and gone below the value of the 

uncontrolled scenario. This is also the case in case of wall-I, whereas in the case of total 
CD which the insertion of the groove the total CD has been reduced and with the increase 
in diameter it has also reduced (though the rate of reduction is irregular). 

4.6 Effect of Groove at the Rear Surface. 

To assess the effect of grooves at the rear surface we have performed nine (9) different 

types of experimentations. In the studies we have varied the radius and location of the 

grooves. 

The studies are done by inserting groove which was: 
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Case 22: In this case a transverse groove of radius 2mm, placed at the beginning of the 

rear surface (Fig. 4.6. 1). 

Case 23: In this case a transverse groove of radius 2mm, placed at the end of the rear 

surface. 

Case 24: In this case a inverted transverse groove of radius 2mm, placed at the beginning 

of the rear surface (Fig. 4.6.2). 

Case 25: In this case a inverted transverse groove of radius 2mm, placed at the end of the 

rear surface. 

-3 

Figure 4.6.1: Ahmed body with a groove at the beginning of the rear surface. 
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Case 26: In this case two transverse grooves of different radii, placed at the beginning and 

of the end of the rear surface (here different combination of radii have been considered). 

Case 27: In this case two transverse grooves of equal radii, placed at the beginning and of 

the end of the rear surface (two cases have been considered). 

Case 28: In this case a transverse groove of radius 2mm is placed at the beginning and an 

inverted transverse groove of radius 2mm is placed at the end of the rear surface. 

Case 29: In this case a inverted transverse groove of radius 2mm is placed at the 

beginning and an transverse groove of radius 2mm is placed at the end of the rear surface. 

Case 30: In this case two inverted transverse groove of equal radii (2mm), placed at the 

beginning and of the end of the rear surface. 

In this study the effect of passive flow control by inserting transverse groove and inverted 

groove has been discussed. To observe the effect a total of 9 studies have been done with 

variations in number, size, type and position of grooves at the rear end of the Ahmed car 

body. It was expected that there will be a certain change in the drag coefficient as drag 

depends on the flow around the body. The location and size of the vortices that form at 

the wake contribute on the drag. Insertion of groove at the rear end will definitely make a 

change in the vortices and consequently the drag will also be changed. In this respect the 

experiments are done and some changes are observed. As has been expected, it is found 

that the drag coefficients has dependencies on number of grooves, type of grooves, size of 

grooves as well as on the position of the grooves. With the variation on either of the 

above mentioned factors change in drag coefficients are observed. 

The total drags observed through the experimentations are tabulated in the following 

table. 

A 

EE 



-4 

Table 4.6.1: Data of number, location and type of grooves with total drag. 

a 
z 1) 

0 

- 

V 
o 
vo 

- 

0 
a) 

a) 
.. 

H 
0 

a) 

- 

22 1 B 2 0 0.2775 +5.607 

23 1 E 2 0 0.2782 +5.865 

24 1 B 2 I 0.2748 +4.574 

25 1 E 2 1 0.2791 +6. 197 

26 2 B 1 0 0.2765 ±5.20 1 

E 3 0 

2 B 1 0 0.2759 +4.971 

E 2 0 

2 B 3 0 0.2753 +4.759 

E 2 0 

2 B 2 0 0.2753 +4.759 

E 3 0 

27 2 B 2 0 0.2734 +4.02 1 

£ 2 0 

2 B 3 0 0.2775 +5.607 

E 3 0 

29 2 B 2 0 0.2751 +4.684 

E 2 1 

29 2 B 2 1 0.2766 +4.906 

E 2 0 

30 2 B 2 1 0.2766 +4.906 

E 2 1 

B - Beginning of the rear surface, E = End of the rear surface, 0 = Ordinary groove and 

I = Inverted groove. 
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It is seen that any sort of grooving, ordinary or invcrted, placed either at the beginning or 

at the end has negative impact in terms of the total drag i.e. the total drag is found to 

increase when any grooves are placed at the rear end of the Ahmed car body. It is also 

observed that when any grooves are placed at the end of the rear surface the results are 

worse. The most worse result is found when an inverted groove of radius 2mm is placed 

at the end of the rear surface and it give rise about 6.197% in the total drag. 

4 
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Chapter 5 

5.0 CONCLUSIONS 

The title of the research expresses the target of the research i.e. finally the drag should be 

reduced. The title itself express that Ahmed car body is to be used for CFD modeling to 

reduce drag. Thus an Ahmed car body is to be built through introduction of proper 

number of elements so that its behaviors are comparable with benchmark. Suitable 

turbulence model is to be chosen so that the uncontrolled flow is to be comparable to the 

benchmark. The related factors with the turbulence model also may require to be selected. 

Modifications of Ahmed car body is to be done to reduce drag. Passive control i.e. the 

control which cannot be changed with in the whole span of simulation is chosen. Grooves 

at different locations are chosen as the control parameter. With the proper selection of the 

above mention items drag reduction is found. 

Before starting simulation to reduce drag grid independence, comparison between 

different turbulence models and selection of roughness height are done. On the basis of 

the experiments the following conclusions are made, which guided the after wards 

simulations: 

The extension of near wake separation bubble do not changes when number of 

elements is taken above 1.6 million (our system was capable to handle up to 

2. imillion elements). 

The velocity profiles at different locations over the made shape gave the validity 

of the produced Ahmed car body. 

Out of the k- c, k-w, SST and BSL turbulence model k-c model is best in 

performance near the body, thus is to be used to calculate the drag. 

k-c model has dependence on the selection of the roughness height. A roughness 

height 0.0002m is better suited for drag evaluation over Ahmed car body. 

Thus drag reduction simulation are to be performed over a region consists of 1.6 to 

2.1million elements with an Ahmed car body shape. Grooves are made at the end of the 

top surface, at the beginning of the slant surface, at the end of the slant surface and at the 

rear surface to modify the Ahmed car body. In the simulations k-c turbulence model with 

the roughness height 0.0002m is used. The simulations by the modified Ahmed car body 

produced different drags, sometimes higher and sometimes lower than the uncontrolled 
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flow. On the basis of the simulations with the different modifications by inserting grooves 

i.e. grooves at different locations the following conclusions can be done: 

(I) Placement of any groove at the rear end of the Ahmed car body produced a total 

drag higher than the uncontrolled flow. 

The total drag increases most when any inverted groove is placed at the end of the 

rear surface. 

Total drag is reduced through insertion of grooves of different radii at the end of 

the slant surface and at the end of the top and at the end of the slant surface though 

the amounts are different. 

A maximum of about 4.6689% drag reduction is achieved when a groove of 

radius 1mm is placed at the end of the top surface and another groove of radius 

2mm is placed at the end of the slant surface. Thus finally we may conclude that 

insertion of grooves can reduce the total drag over Ahmed car body. 

3 
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