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Abstract 

 

Ischemic heart disease (IHD) is a terrible experience that occurs when the flow of blood 

severely reduced or cut off due to plaque deposited on the inner wall of arteries that brings 

oxygen to the heart muscle, leads to the ischemic heart attack (IHA). Atherosclerosis i.e. 

plaque deposition on the inner wall of arteries is a silent process, has no critical symptoms 

to get a warning before IHD. For this reason, early detection is very important for the proper 

management of patients prone to IHD. In this thesis work, it was tried to predict IHD on the 

basis of patient history, symptoms and pathological findings of patients with heart disease 

using computational intelligence. Total 506 patient’s data with a maximum of 151 features 

including historic, symptomatic and pathologic findings were collected from AFC Fortis 

Escort Heart Institute, Khulna, Bangladesh.  First, it was tried to identify the significant risk 

factors of IHD i.e. the features which are significantly correlated with IHD by applying 

different feature selection techniques. Then IHD was predicted using significant risk factors 

by applying different classifier algorithms. The significant risk factors of IHD were 

determined by using Chi-Square correlation, Ranking the features based on information gain 

and Best First Search techniques. Among 151 collected features only 28 features showed 

high correlations with IHD based on 0.05 significance level and information gain 1% or 

above. 10-fold cross-validation technique was applied with different classification 

algorithms e.g. Artificial Neural Network (ANN), Bagging, Logistic Regression, and 

Random Forest to predict IHD using the most significant 28 risk factors. IHD prediction 

accuracy was observed ranges from 95.85% to 97.63% with different classifier algorithm.  

Random Forest showed the best prediction performance with an accuracy of 97.63%.  The 

same processing technique and classification algorithms were applied to the Cleveland 

hospital dataset to validate our prediction approach. The observed IHD prediction accuracy 

was 80.46-83.77% without applying the proposed processing techniques, but the accuracy 

degraded to 79.80-81.46% applying the proposed processing techniques. The Cleveland 

hospital data contains 303 patients’ data with only 13 features whereas the collected dataset 

contains 506 patient’s data with 28 nicely correlated IHD risk factors. This is why the 

proposed method is not suitably applicable to Cleveland dataset. 

Keywords- Machine Learning, IHD, Prediction, Artificial Neural Network, Bagging, 

Logistic Regression, Random Forest. 
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INTRODUCTION 

1.1 Ischemic Heart Disease 

Ischemic Heart Disease (IHD) is a terrible experience that occurs when the flow of blood is 

severely cut off or reduced fully that brings oxygen to the heart muscle. Because of coronary 

arteries that supply the heart muscle with blood flow being narrowed from a buildup of 

cholesterol, fat and other substances a person could have experience of ischemic heart attack 

(IHA). It is the most common cause of death in most western countries. Ischemia means a 

"reduced blood supply". The coronary arteries supply blood to the heart muscle and no 

alternative blood supply exists, so a blockage in the coronary arteries reduces the supply of 

blood to the heart muscle. Most ischaemic heart disease is caused by atherosclerosis, usually, 

present even when the artery lumens appear normal by angiography. Initially, there is sudden 

severe narrowing or closure of either the large coronary arteries and/or of coronary artery 

end branches by debris showering downstream in the flowing blood. It is usually felt as 

angina, especially if a large area is affected. The narrowing or closure is predominantly 

caused by the covering of atheromatous plaques within the wall of the artery rupturing, in 

turn leading to a heart attack (Heart attacks caused by just artery narrowing are rare). A heart 

attack causes damage to the heart muscle by cutting off its blood supply. 

As indicated by the most recent WHO information distributed in 2017 Coronary Heart 

Disease Deaths in Bangladesh achieved 112,791 or 14.31% of total death [2]. According to 

the American Heart Association (AHA), in the United States (U.S.) someone has IHA in 

about every 40 seconds that is really frightening [3]. The age balanced Death Rate is 108.99 

per 100,000 of populace positions Bangladesh #104 on the world [2]. Nowadays, In 

Bangladesh CA is one of the biggest problems in the healthcare sector because 1.06 lakh 

deaths were caused by ischemic heart disease, 1.78 lakh by strokes and by hypertensive heart 

disease about 28,000, in 2013 [1]. The main reason of this condition is the food habits of 

Bangladeshi people [1]. They love to eat too oily, rich foods and they don’t have the habit 

of doing exercise though many of them are smokers [1].  

Unfortunately, we don’t get a warning before IHA as this process (atherosclerosis) has no 

critical symptoms. Sometimes, when the coronary artery (CA) narrows, the heart expands 
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itself to recoup. As CA becomes narrow, the flow of blood goes down and the supply of 

Oxygen also reduces. Collateral circulation is such a network that expands nearby blood 

vessels, it supports from IHA by supplying required blood to the heart. It can be also built 

after a Heart attack (HA) to help the heart muscle recover. Without knowing many people 

may have ischemic episodes which are called silent ischemia [4]. According to a new report, 

about 50% of U.S. adult peoples are affected by some kind of cardiovascular disease (CD) 

and excessive blood pressure which is also known as hypertension can lead to HA, heart 

failure and stroke. A statistic of 2016 shows that 48% of U.A. adults have a CD which is 

almost 121.5 million in numbers. This increase of CD driven to the change of definition for 

high blood pressure from 140/90 millimeters of mercury to 130/80 [5]. Women have 

different causes and risks than men in the case of HA for example, women have a 50% higher 

chance of HA than men due to depression. In 2014, about 50,000 women died from HA [4]. 

Every year 17.3 million people died from Heart Disease (HD) which ranked HD to number 

1 position as a reason for the global cause of death [4], [6]. This report was extracted by 

compiling health data from more than 190 countries and it is expected that the number will 

rise to more than 23.6 million by 2030. Whereas stroke is the number 2 cause of death [6]. 

Though the number of people having recurrent and first strokes went up to 33 million by 

2010, the number of deaths went down from 1990 to 2010 [7]. About 11.4 million people 

died in a range of 30 to 69 years when 15.9 million death people’s age are 70 and older [7]. 

 

1.2 State of the Art 

Many researchers have applied different Machine Learning techniques to find out the best 

result and identify new risk factors that caused different non-communicable diseases like 

heart attack [8]. For example, J48 and Naive Bayes have been used to detect the diagnosis 

and 94.2% accuracy has been found in the J48 algorithm, and in Naive Bayes, it was 82.6% 

[9].  Another technique has been proposed for detection and analysis of heart disease by 

utilizing the Naive Bayes algorithm, Support Vector Machine (SVM) and Naive Bayes 

algorithm provides 74% accuracy where on the other hand, SVM provides 94.60% [10]. A 

machine learning algorithm was proposed to predict diabetic disorder by using Naive Bayes 

and Decision trees. Naive Bayes gives 79.56% accuracy and the decision tree provides 

76.95% accuracy [11]. A research study was performed on Coronary Heart Disease data 

about the Correlation of association rules and their application. They have performed the 

study on two different datasets namely Chinese medicine and Western medicine categories 
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and the study has generated 6 rules for Chinese medicine when the Western medicine 

categories have generated 7 rules [12]. A technique was developed to predict the risk score 

of heart disease and got 98% accuracy in Naive Bayes and C4.5 [13].  An analysis was 

conducted to compare the performance of five systems that use data mining techniques and 

got 94% accuracy in SVM to predict Heart disease [14].  A study was performed on several 

significant algorithms like C4.5, Neural Network (Supervised & Unsupervised Learning), 

Naive Bayesian Classifier and Decision Tree Induction and acknowledged that despite 

having a large set of data it’s not always good to get an accurate result and an intelligent 

system can reduce diagnosis cost for users [15].  Another intelligent recommendation system 

has been developed based on short-term risk HD prediction using Time Series 

Recommendation Algorithm and the accuracy of the system ranges from 75% to 100% [16]. 

Three algorithms named KNN, ANN, and SVM using voting methods to predict the disease 

and the accuracy for ANN was 87.50%, KNN and SVM obtained the same accuracy was 

88.24% [17]. The dataset from Cleveland hospital contains 303 instances with 74 different 

attributes but among them, only 14 of them such as Age, Gender, fasting blood sugar Serum 

cholesterol, Chest pain type were used, Maximum heart rate, Resting Blood Pressure, 

Exercise induced angina, etc. were taken as referred by the other publishers. The accuracy 

of this system ranges from a minimum of 86.66% to a maximum of 95.55% for different 

sizes hidden layer [18]. SVM and Gain Ratio techniques have been used for feature selection 

and Random Forest and Naive Bayes have used to predict HD and the dataset used for this 

research includes features age, sex, trestbps, chol, cp, fbs, restecg, thalach, exang, oldpeak, 

thal, num, ca, slope [19]. An analysis has been performed on three available datasets Heart 

Disease Database, South African Heart Disease, and Z-Alizadeh Sani Dataset to predict HD 

and for different datasets, they have got different accuracy [20].  A study on various ML 

algorithms showed that it is tough to get the best performance by depending on a single 

algorithm whereas by combining multiple algorithms its possible to get the better result [21].  

Different classification techniques like Single Conjunctive Rule Learner (SCRL), Radial 

Basis Function (RBF) and Support Vector Machine (SVM) have applied to predict HD and 

the accuracy are 83.82%, 69.96% and 84.15% respectively [22]. An Internet of thing (IoT) 

based system with 191 instances where each instance has several attributes such as age, sex, 

systolic and diastolic pressure, heartbeat, sugar etc. was developed for elder patients to 

monitoring health of the stroke patients and Naive Bayes, KNN and Tree based algorithms 

have used to predict the diagnosis [23]. An analysis with ML approaches was conducted by 
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a research team to predict the risk of Acute Coronary Syndrome (ACS) [24]. They have 

analyzed the dataset in three seeds and the best Correctly Classified Instances achieved for 

AdaBoost is 75.49%, 76.28% for Bagging, 72.33% for K-NN, 75.30% for Random Forest, 

72.72% for SVM [24].  Another analysis was conducted to determine the performances of 

several algorithms named Decision tree (J48), Naive Bayes, Random Forest, Adaboost, 

Bagging, Multilayer Perceptron, Simple Logistic to predict diseases using data mining 

techniques [25].  Around 768 instances with 500 tested negatives and 268 tested positives 

were used one of the experiments and the function ReplaceMissingValues in WEKA tool 

was used to handle missing data [26]. A survey showed that the accuracy of different data 

mining algorithms such as Naive Bayes, Decision Tree, Neural Network, K-Nearest 

Neighbour and Logistic Regression to predict heart disease depends on the number of risk 

factors and their types [27]. A smartphone based risk prediction application has developed 

to predict Heart Attack and different types of risk factors like hypertension, diabetes, 

dyslipidemia, smoking, family history, obesity, stress, etc. were collected from 506 different 

patients with three categories: low, medium and high [28]. The app was tested on 89 

participants with having Acute Coronary Syndrome (ACS). About 83.9% of patients with 

high category had ischemic heart disease (IHD) while only 12.5% are in class low and on 

the other hand, those who have ACS 86.69% of them had high scores [28].  Real-time data 

of Bangladeshi patients can give an accurate prediction of having IHD and if the analysis 

has applied to any intelligent system such as website, mobile application, then better 

predictive performance can be produced. 

 

1.3 Objectives 

This thesis study’s goal is to find the most significant risk factors of Ischemic Heart Disease 

of Bangladeshi patients and predict the IHD using different classification techniques. 

Overall, the objectives of this thesis can be summarized as follows: 

a. To identify the most significant risk factors of IHD. 

b. To find the correlation between IHD and risk factors. 

c. To predict Ischemic Heart Disease using mostly significant risk factors by 

applying different classification algorithms. 

 

1.4 Thesis Organization 

The remainder of the thesis is organized as the following: 



 

5 

Chapter 2 (Literature Review): In this chapter, different risk factors of IHD has been 

discussed with their reference value. 

Chapter 3 (Methodology): The working flow of the thesis analysis has been discussed in 

this chapter. The analysis process includes the proposed techniques, feature selection, 

correlation, and classification. 

Chapter 4 (Experimented Results and Discussions): In this chapter, we will cover the 

evaluation and results of our simulation model. 

Chapter 5 (Conclusion): Finally, the thesis is concluded in this chapter with suggestions 

for future research. 
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LITERATURE REVIEW 

2.1 Risk Factors 

A risk factor is any feature, symptoms of an individual that increases the possibility of 

developing a disease. Several symptoms, food habits, lifestyle, age, family history, diabetes, 

smoking can increase the risk of chances of getting a heart attack. These are called risk 

factors. Some risk factors are not controllable and lead to an ischemic heart attack. 

2.2 Risk Factors for Ischemic Heart Disease 

With the help of doctors of AFC Fortis Escorts Hospital Khulna, Bangladesh a questionnaire 

has been prepared and attached in the appendix section. Each patient has a unique MRD no 

to identify that patient's conditions. Around 5 demographic risk factors such as age, sex, 

height, weight and BMI are leads to IHD. Total 12 diagnostic risk factors such as heart rate, 

systolic blood pressure, diastolic blood pressure, hemoglobin, creatinine, RBS, total 

cholesterol, HDL, troponin, ejection fraction, triglycerides, LDL and patient's history like 

smoking duration, smoking per day, hypertension duration, diabetes mellitus, etc. can lead 

to IHD.  

Most of the people die due to heart disease at age 65 [29]. Although It is risky for both 

gender, women have more possibility to have heart disease [29].  Around 72% of people 

who are in business professionals have a possibility to have heart disease [30]. Modern 

women have professional and housewife responsibilities, consume an excess of fat and 

carbohydrates, smoke, do not exercise regularly and do not have enough time to rest [31]. 

Salesman over 45 age has more possibility to have heart disease. [32]. Around 82.1% of 

farmers have heart disease a stroke or diabetes [33]. Clinicians have suspected that retired 

people can be affected by heart disease [34]. Unemployment people have about 50% chance 

to die by having heart disease, according to study, in 2017 [35]. Lawyers have a chance to 

fall in heart attach after age 30 [36]. The prevalence of CVD risk factors was high and 

featured hypertension (48.5%) and 18.7% were at high risk of a heart attack or stroke within 

10 years [37]. The younger people who are in the banking profession are usually getting 

admission to the hospital due to heart-related issues. [38]. Polices have greater chance to 

increase of the prevalence of CHD risk factors depending on age, and a large number of 
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CHD risk factors was significantly higher in the group of people over 45 year of age [39]. 

Adults aged 18 to 24 years have at least 1 coronary heart disease (CHD) risk factor. The 

number of risk factors is related to the extent of atherosclerosis [40]. During delivery, about 

1,061 women had a heart attack who are involved with labor works, during their pregnancy 

922 had heart attacks and after giving birth 2,390 women had a heart attack [41]. According 

to researchers, for each two and a half inches shorter, the possibility of having coronary heart 

disease increases 13.5 percent [42]. For age, 1 to 10 years’ normal weight varies from 7.6 to 

33.8 kg, for age 10 to 20 years its 37.6 to 71.8 kg and from 20 to 75 years’ weight range is 

71.8 to 74 kg depending on their heights. Depending on heights and age BMI can be higher 

or lower [43]. The ideal BMI ranges from 18.5 to 24.9 [44]. A normal heart rate range is 60 

to 100 beats per minute [45]. Normal systolic blood pressure is 120 and normal diastolic 

blood pressure is 80 [45]. Any duration is harmful for heart. The more time anyone is 

smoking the more possibility to have heart disease. There is no such limitation to smoke 

which is good for heart [46]. It is always harmful for heart either anyone has it a little bit or 

huge. Due to excessive strain, the heart veins can be narrowed and fat can be increased which 

are not good for heart [47]. It is a range of disorders of lipoprotein lipid metabolism which 

includes abnormally high and low lipoprotein densities. Abnormalities in the composition of 

the lipoprotein particles [48]. A reading of more than 200 mg/dL (11.1 mmol/L) after two 

hours indicates diabetes. A reading between 140 and 199 mg/dL (7.8 mmol/L and 11.0 

mmol/L) defines prediabetes [49]. Normally heart beat is from 60 to 100 times per minute. 

The rate may drop below 60 beats per minute who exercise continuously or have medicines. 

If your heart rate is over 100 beats per minutes, this is called tachycardia [50]. Syncopal 

episodes usually last only seconds or minutes [51]. Chest pain can lasts more than 5 days in 

IHD [52]. For men, 13.5 to 17.5 grams per deciliter and for women, 12.0 to 15.5 grams per 

deciliter is the normal range [53]. The normal serum creatinine range is 0.6–1.1 mg/dL for 

women and 0.7–1.3 mg/dL for men [54]. RBS normal range should be between 80 mg/dl 

and 130 mg/dl [55]. When the Low-Density Lipoprotein (LDL)-cholesterol is over 4.5 

mmol/L you are at high risk; when it's between 3.5 and 4.5 mmol/L, you are at borderline-

high risk. Ideally your LDL-cholesterol should be below 3.5mmol/L [56]. High Density 

Lipoprotein (HDL) cholesterol levels greater than 60 milligrams per deciliter (mg/dL) are 

high. If HDL cholesterol level is less than 40 mg/dL then it is low and it is not good [57]. 

The normal reference range is listed as 0.00 – 0.40 [58]. The normal percentage of Ejection 

Fraction (EF) is 55 [59]. It is a type of fat by which we can measure the cholesterol level in 
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blood. Excessive Triglycerides increases the chance of heart attack [60]. High Low-Density 

Lipoprotein (LDL) level is very bad for heart [60]. Acute Coronary Syndromes (ACS) 

reduces blood flow in heart functions and indicates a risk of heart attack. It often causes chest 

pain [61]. Old Myocadiac Infarction (OMI) generally called heart attack which occurs when 

blood flow down or stops to a certain part of heart and causes damage to the heart muscle 

[61]. Inferior Wall ST Segment Elevation Myocardial Infarction (IWMI) can cause heart 

failure, irregular heart beat, cardiogenic shock and cardiac arrest. Most of the time IWMI 

occurs due to coronary artery disease (CAD) [62]. Peripheral Artery Disease (PAD) may 

decrease blood flow to heart and brain, as well as legs [63]. People with Stable Angina may 

have chest pain.  It might experience during dealing with stress [64]. Unstable Angina is one 

kind of chest pain which occurs at rest or with stress or exertion. It can lead to heart failure 

as well as heart attack [64]. Unrecognized Myocardial Infraction (UMI) is known to 

constitute a substantial. CAD is the infarction (MI) directs clinical management and affects 

prognosis [65]. Central Sleep Apnea, Mixed Sleep-disordered Breathing, and Systolic Heart 

Failure [66]. Dilated Cardiomyopathy (DCM) is a condition when the hear becomes enlarged 

and It can’t pump blood properly [67]. Complete Heart Block (CHB) is a rare disorder which 

has an incidence of about 1 in 22,000 live births. It may be related with high morbidity and 

mortality [68]. If the damage is extensive enough, a heart attack can cause sudden and severe 

mitral valve regurgitation. Abnormality of the heart muscle (cardiomyopathy). Over time, 

certain conditions, such as high blood pressure, can cause your heart to work harder, 

gradually enlarging your heart's left ventricle. Severe Multiple Sclerosis (SMS) can affect 

cardiovascular function in different of ways which lead to abnormalities in blood pressure, 

heart rhythm, heart rate, left ventricular systolic function etc. [69]. Non-ST-Elevation 

Myocardial Infarction (Non-STEMI) is a type of heart attack which stands for non-ST-

elevation myocardial infarction. ST refers to the ST segment [70]. The implantable cardiac 

monitor (ICM) is a small device implanted subcutaneously into the left side of the chest, 

offering three to four years of battery life. ICMs have the advantage of long-term arrhythmia 

monitoring while also allowing for patients to self-capture and record symptomatic events 

[71]. Acute Myocardial Infarction (AMI) is usually the result of a blockage in one or more 

of the coronary arteries [72]. Due to limited amount of space in the pericardial cavity, fluid 

accumulation leads to an increased intrapericardial pressure which can negatively affect 

heart function. EF with pressure to affect heart function is known as cardiac tapenade [73]. 

Dissecting Aortic Aneurysm (DAA) occurs if a weak spot in the wall of your aorta begins to 
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bulge that can occur anywhere in the aorta [74]. It reduces the flow of blood in heart. As a 

result, it may cause heart related issues. 

Diabetes and high blood pressure are the two leading causes of Chronic kidney disease 

(CKD) which increases risk for heart attack, heart failure and stroke [75]. It is an excess 

strain resulting damage from high blood pressure causes the coronary arteries serving to 

become narrowed from plaque [46]. Percutaneous Coronary Intervention (PCI) known as 

angioplasty with stent is a non-surgical process which uses a thin flexible tube to place a tiny 

structure known as a stent to open up blood vessels in heart that was narrowed by plaque 

buildup [76]. Acute Left Ventricular Failure (ALVF) is actually not a disease but a process, 

when diastolic heart failure happens, the left ventricle has grown stiff or thick. It failed to 

fill the lower left chamber of heart properly and as a result it reduces the amount of blood 

pumped out to the body [77]. Lung complications from Rheumatoid Arthritis (RA) can be 

dangerous and fatal. Although it is known as RA, it not only affects joints but also tissues, 

eyes, heart and lungs [78]. Supraventricular Tachycardia (SVT) is a condition which doesn’t 

cause certain death. It will damage the heart very slowly in terms of time which is really 

serious [79]. Idiopathic Dilated Cardiomyopathy (IDCM) affect mitochondrial activity and 

myocardial metabolism [80].  Although there have been current improvements in heart 

failure treatment, researchers say the prognosis for people with the disease is still bleak, with 

about 50% having an average life expectancy of less than five years. For those with advanced 

forms of heart failure, nearly 90% die within one year [81]. Rheumatoid Heart Disease 

(RHD) is caused by rheumatic fever which is an inflammatory disease that can affects a 

number of connective tissues, specially in the heart, joints, skin, or brain. It takes years to 

build and can result in heart failure [82]. It is a condition when heart rate becomes slower 

than normal heart rate. Symptomatic Bradycardia (SB) is a serious problem as if heart 

doesn’t response well then, the flow of Oxygen will also be reduced [83]. When patients 

living with kidney failure choose to forgo dialysis, how long they can live depends on the 

amount of kidney function they have, how severe their symptoms are and their overall 

medical condition [84]. Atrial fibrillation (AF or A-fib) is an abnormal heart rhythm 

characterized by rapid and irregular beating of the atria. ... The disease is associated with an 

increased risk of heart failure, dementia, and stroke. Feline Viral Rhinotracheitis (FVR) is a 

type of supraventricular tachycardia [85]. Respiratory infections can trigger a heart attack. 

Researchers of University of Sydney finds the danger of a heart attack is expanded 17-

overlap in the week following a respiratory disease, for example, flu or pneumonia [86]. 
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Hemorrhagic Shock is a clinical disorder coming about because of diminished blood volume 

brought about by blood misfortune, which prompts decreased cardiovascular yield and organ 

perfusion [87]. Cardiogenic shock is a condition where your heart all of a sudden can't siphon 

enough blood to address your body's issues. The condition is regularly brought about by a 

serious heart attack [88]. Aortic Stenosis occurs if heart's aortic valve narrows down. It 

reduces the blood flow [89]. Coronary Artery Bypass Graft (CABG) is a kind of surgery 

which improves flow of blood to the heart [90]. Valvular Cardiomyopathy is characterized 

by damage of a defect in one of the four heart valves: the mitral, aortic, tricuspid or 

pulmonary [90]. The average survival rate is 10.6% and survival with good neurologic 

function is 8.3%. About one in three victims survives when the SCA occurs [91]. Valvular 

Heart Disease (VHD) is defined by the damage in one of the four heart valves [92]. Right 

Ventricular Involvement (RVI) complicates up to 40% of inferior STEMIs [93]. Pneumonia 

is a special problem to heart patients. Even, the flu may cause complications, including 

bacterial pneumonia, or the worsening of chronic heart issues. It is a lung infection that 

prevents your lungs from getting enough oxygen in the blood, creating a strain on the heart 

[94]. First-degree atrioventricular block (AV block), or PR prolongation, is a disease of the 

electrical conduction system of the heart in which the PR interval is lengthened beyond 0.20 

seconds [95]. Sinus rhythm is defined by the presence of correctly oriented P waves on the 

ECG. Sinus rhythm is essential, but not enough, for normal electrical activity in the heart 

[96]. The epicardial coronary arteries are analyzed before expanding the heart chambers. The 

left and right coronary arteries emerge from their individual aortic sinus [97] [98]. It is a 

thrombolytic medication and enzyme. It is utilized to separate clumps sometimes of heart 

attack, aspiratory embolism, and blood vessel thromboembolism [99]. It occurs if the heart 

stops beating. It is often caused by an electrical issue which causes the heart muscle to beat 

ineffectively [100]. Ventricular tachycardia (V-tach or VT) is a type of regular, fast heart 

rate that arises from improper electrical activity in the ventricles of the heart. Ventricular 

tachycardia may result in cardiac arrest and turn into ventricular fibrillation [101]. 

Hypothyroidism affects the heart in a number of ways. Insufficient thyroid hormone 

represents heart rate. It also prevents the arteries from becoming more elastic; blood pressure 

increases in order to circulate blood [102]. Ventricular Bigeminy is one of the heart rhythm 

issues in which there are looped rhythms heart beats, one is longer and another is shorter 

[103]. Vertigo is also known by orthostatic hypotension which decrease the flow of blood.  

Atrial Fibrillation is an irregular heart beat that can lead to stroke, heart failure and other 
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heart-related issues [104]. Acute Kidney Injury (AKI) occurs during heart failure that has 

been labelled cardiorenal syndrome type-1 [105]. Right Bundle Branch Block (RBBB) is a 

heart block in the right bundle part of the electrical conduction framework. During a correct 

pack part block, the right ventricle isn't straightforwardly initiated by driving forces going 

through the right group branch. It is a cardiac stress test. A male patient walks on a stress 

test treadmill to have his heart's function checked [106]. CAD is the most common kind of 

heart disease. It happens when the arteries which supply blood to heart muscle become 

narrowed [107]. Single Vessel Disease (SVD) is also called coronary microvascular disease 

or small vessel heart disease. It's frequently analyzed after a specialist discovers practically 

zero narrowing in the primary supply routes of your heart, regardless of having side effects 

that propose coronary illness [108]. Blockage of this vessel can have severe consequences. 

Patients having triple vessel disease, meaning that 3 large vessels have blockages from 

atherosclerotic plaques. The left ventricle also has decreased contractile function [109]. Deep 

Vein Thrombosis (DVT) occurs if blood clumps together to form a clot, normally in the legs. 

The stress is that if this coagulation turns out to be free, it can go through your circulation 

system and become stopped in your lung. At the point when this occurs, the blood to your 

lungs is blocked [110]. The coronary arteries take oxygen rich blood specifically to your 

heart muscle. When these arteries become blocked or narrowed due to a buildup of plaque, 

the blood flow to your heart can decrease significantly or stop completely. This can cause a 

heart attack. Percutaneous Transluminal Coronary Angioplasty (PTCA) is a non-surgical 

procedure that relieves narrowing and obstruction of the arteries to the muscle of the heart 

(coronary arteries). This allows more blood and oxygen to be delivered to the heart muscle. 

This term is used because the left main coronary and/or the left anterior descending supply 

blood to large areas of the heart. This means that if these arteries are abruptly and completely 

occluded it will cause a massive heart attack that wills likely lead to sudden death [111]. 

Congenital coronary fistulas are rare and generally isolated. These anomalies are described 

as a connection between one or various coronary arteries and a cardiac chamber or large 

vessel. However, we found no cases in the literature describing a fistulous tract that 

connected a coronary artery with the aorta [112]. Congestive hepatopathy, also known as 

nutmeg liver and chronic passive congestion of the liver, is liver dysfunction due to venous 

congestion, usually due to congestive heart failure [113]. Dyslipoproteinemia also referred 

to as dyslipidemia, encompasses a range of disorders of lipoprotein lipid metabolism that 

include both abnormally high and low lipoprotein concentrations, as well as abnormalities 
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in the composition of these lipoprotein particles [114]. Renal artery stenosis is the narrowing 

of one of the renal arteries, most often caused by atherosclerosis or fibromuscular dysplasia. 

This narrowing of the renal artery can impede blood flow to the target kidney, resulting in 

renovascular hypertension – a secondary type of high blood pressure [115]. A number of 

disorders can display psychotic symptoms, including: Schizophrenia - a serious mental 

health disorder affecting the way someone feels, thinks, and acts. Bipolar psychosis - 

individuals have the symptoms of bipolar disorder (intense highs and lows in mood) and also 

experience episodes of psychosis [116]. In hypothyroidism, an underperforming thyroid 

gland makes insufficient thyroid hormone, which may affect nearly every organ in the body, 

including the heart. In heart failure patients, it’s found that both hypothyroidisms overall and 

subclinical hypothyroidism increased the risk of death [117]. It is a major cause of illness 

and death. Coronary heart disease (CHD) normally happens when cholesterol accumulates 

on the artery walls, creating plaques. The arteries narrow, reducing blood flow to the heart. 

Examples of coronary heart disease include angina and heart attack [117]. Mild heart attack 

either occurs when there is a blockage in one of the smaller arteries of the heart or the 

blockage does not completely stop the flow of blood to the heart muscle. Mild heart attacks 

may also cause damage to a smaller portion of the heart, less of which is permeant. Urosepsis 

is sepsis with a source localized to the urinary tract (or male genital tract, e.g. prostate)  [118]. 

Left Bundle Branch Block (LBBB) is a cardiac conduction abnormality seen on the ECG 

[119].  

A pacemaker is a device that sends small electrical impulses to the heart muscle to maintain 

a suitable heart rate or to stimulate the lower chambers of the heart (ventricles). A pacemaker 

may also be used to treat fainting spells (syncope), congestive heart failure and hypertrophic 

cardiomyopathy [120]. The role of anemia in the progression of congestive heart failure. The 

anemia itself can worsen cardiac function, both because it causes cardiac stress through 

tachycardia and increased stroke volume, and because it can cause a reduced renal blood 

flow and fluid retention, adding further stress to the heart [121]. This occurs when low 

oxygen levels due to Chronic Obstructive Pulmonary Disease (COPD) cause a rise in blood 

pressure in the arteries of the lungs, a condition known as pulmonary hypertension. This 

increase in pressure places excess strain on the heart's right ventricle as it works to pump 

blood through the lungs [122]. Electrolyte imbalance. Substances in your blood called 

electrolytes such as potassium, sodium, calcium and magnesium help trigger and conduct 

the electrical impulses in your heart. Electrolyte levels that are too high or too low can affect 
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your heart's electrical impulses and contribute to arrhythmia development. Ischemic hepatitis 

is damage throughout the liver caused by an inadequate blood or oxygen supply. The liver 

diseases affecting the heart include complications of cirrhosis such as hepatopulmonary 

syndrome, Porto pulmonary hypertension, pericardial effusion, and cirrhotic 

cardiomyopathy as well as noncirrhotic cardiac disorders such as high-output failure caused 

by intrahepatic arteriovenous fistulae [123]. Most patients came from emerging countries 

(75%). Mitral stenosis (MS) with or without mitral regurgitation (MR) was present in 273 

women, isolated MR in 117. Hospital admission occurred in 23.1% of the women with MS, 

and the main reason was heart failure (mild MS 15.8%, moderate 23.4%, severe 48.1%; 

P<0.001) [52]. Metabolic encephalopathy is a problem in the brain. It is caused by a chemical 

imbalance in the blood. The imbalance is caused by an illness or organs that are not working 

as well as they should. It is not caused by a head injury [124]. The causes of musculoskeletal 

pain are varied. Muscle tissue can be damaged with the wear and tear of daily activities. 

Trauma to an area (jerking movements, auto accidents, falls, fractures, sprains, dislocations, 

and direct blows to the muscle) also can cause musculoskeletal pain. A buildup of plaque 

(atherosclerosis) inside the artery wall reduces blood flow to the brain. Atherosclerosis that 

is severe enough to cause symptoms carries a high risk of stroke and can lead to brain damage 

and death [125]. This can lead to loss of blood flow if left untreated. The arteries that supply 

blood to the bowel may become narrowed or blocked from cholesterol buildup. When this 

happens in the arteries to the heart, it causes a heart attack. When it happens in the arteries 

to the intestine, it causes intestinal ischemia [126]. The metabolic changes associated with 

DKA have the potential to cause significant cell damage, illness or death. Some of the 

possible complications of DKA are listed below: Complications from associated illnesses. 

For example, infection, stroke, and heart attacks are possible. Pulmonary Hypertension 

patients develop inflammation and mutations in the cells that line the pulmonary arteries.  

As a result, the heart cannot properly pump blood through the pulmonary arteries into the 

lungs, which increases the pressure in the arteries [127]. The group most at risk for 

hyponatremia in heart failure is female geriatrics with low body mass [127]. The group most 

at risk for hyponatremia in heart failure is female geriatrics with low body mass [128]. 

Symptotic Nodal bradycardia with stpm in which the stimulus of the heart's contraction 

arises in the atrioventricular node or common bundle and able to show noticeable symptoms. 

Asymptotic Nodal bradycardia with stpm in which the stimulus of the heart's contraction 

arises in the atrioventricular node or common bundle but fails to show noticeable symptoms. 
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The syndrome affects the bones, eyes, skin, lungs, and nervous system along with the heart 

and blood vessels [128].  Cough-variant asthma is a type of asthma in which the main 

symptom is a dry, non-productive cough. (A non-productive cough does not expel any mucus 

from the respiratory tract.) People with cough-variant asthma often have no other "classic" 

asthma symptoms, such as wheezing or shortness of breath [129]. 

Plain old balloon angioplasty (POBA), where the lumen stenosis of an artery has been treated 

by balloon dilatation only, without applying a stent. POBA - Where the Arts Live, a non-

profit, online arts community, which preserves and display the creative legacies of 20th and 

21st century artists [130]. Although it is usually difficult to single out hyponatremia as the 

cause of conduction defects which usually occur in the presence of cardiac disease, potent 

medications or other electrolyte abnormalities, we suggest that hyponatremia may play a role 

in the pathogenesis of conduction defects in the diseased heart [131]. 

Bronchial asthma is a medical condition which causes the airway path of the lungs to swell 

and narrow. Due to this swelling, the air path produces excess mucus making it hard to 

breathe, which results in coughing, short breath, and wheezing. The disease is chronic and 

interferes with daily working [132]. If anemia is severe, fainting may occur. Other symptoms 

include brittle nails, shortness of breath, and chest pains. Blood oxygen levels can be so low 

that a person with severe anemia can have a heart attack [133]. 

Transcatheter aortic valve replacement (TAVR) is safe in low-risk patients with 

symptomatic severe aortic stenosis [134]. The role of anemia in the progression of congestive 

heart failure. The anemia itself can worsen cardiac function, both because it causes cardiac 

stress through tachycardia and increased stroke volume, and because it can cause a reduced 

renal blood flow and fluid retention, adding further stress to the heart [135]. 

Typically, Urinary Tract Infection (UTI) cause urinary symptoms, such as pain or burning 

during urination. Some mild bladder infections may go away on their own within a couple 

of days. Kidney infections and UTIs that are complicated by other factors require longer 

treatment. Complications of UTIs are not common but do occur [136]. 

Pleural effusion in heart failure results from increased interstitial fluid in the lung due to 

elevated pulmonary capillary pressure. Pleural effusion in heart failure was also believed to 

be transudative only occurring as a result of systemic factors [137]. 

The inflammation associated with psoriasis can increase the risk of heart attack and stroke. 

That's because inflammation can damage arteries. This results in the formation of blockages 



 

15 

or plaques (different from psoriasis skin plaques) inside the blood vessels that supply the 

heart muscle [138]. Isolated left main stem (LMS) disease occurs in 9% of patients with 

coronary artery disease (CAD). It is more commonly accompanied with atherosclerotic 

lesions in other coronary arteries. CABG has been the gold standard for treating unprotected 

LMS disease [139]. Hypoxic Ischemic Encephalopathy. Hypoxic-ischemic encephalopathy 

is the most common cause of neonatal seizures, and results from a lack of oxygen and blood 

flow to the newborn during the perinatal period. Perinatal asphyxia, more appropriately 

known as hypoxic-ischemic encephalopathy (HIE), is characterized by clinical and 

laboratory evidence of acute or subacute brain injury due to asphyxia. The primary causes 

of this condition are systemic hypoxemia and/or reduced cerebral blood flow (CBF) (see the 

image below). Birth asphyxia causes 840,000 or 23% of all neonatal deaths worldwide [140]. 

Complications of CKD and heart disease. This can increase your chances of having a heart 

attack. High blood pressure: Damaged kidneys may release too much of an enzyme called 

renin, which helps to control blood pressure. This increases the risk for heart attack, 

congestive heart failure and stroke. 

A positive Hepatitis B Surface Antigen (HBsAG) test result means that you are infected and 

can spread the hepatitis B virus to others through your blood. anti-HBs or HBsAb (Hepatitis 

B surface antibody) - A "positive" or "reactive" anti-HBs (or HBsAb) test result indicates 

that a person is protected against the hepatitis B virus [141]. 

Cardiovascular disease (CVD) is a class of diseases that involve the heart or blood vessels. 

CVD includes coronary artery diseases (CAD) such as angina and myocardial infarction 

(commonly known as a heart attack). Coronary artery disease, stroke, and peripheral artery 

disease involve atherosclerosis. Benign prostatic hyperplasia (BPH), also called prostate 

enlargement, is a noncancerous increase in size of the prostate. Symptoms may include 

frequent urination, trouble starting to urinate, weak stream, inability to urinate, or loss of 

bladder control. One of the major risk factors of cardiovascular diseases is arteriosclerosis 

which is secondary to the excess of LDL cholesterol. Dyslipidemia is a metabolic 

abnormality leading to a persistent increase in the plasmatic concentration of cholesterol and 

triglycerides. If you have a family history of cardiovascular disease, you have an increased 

risk of developing cardiovascular diseases such as coronary heart disease, angina, heart 

attack, heart failure and stroke [142]. 
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Over time, smoking contributes to atherosclerosis and increases your risk of having and 

dying from heart disease, heart failure, or a heart attack. Compared with non-smokers, people 

who smoke are more likely to have heart disease and suffer from a heart attack. Smoking 

damages the lining of your arteries, leading to a buildup of fatty material (atheroma) which 

narrows the artery. This can cause angina, a heart attack or a stroke. The carbon monoxide 

in tobacco smoke reduces the amount of oxygen in your blood [143]. Diabetes can cause 

blood sugar to rise to dangerous levels. Medications may be needed to manage blood sugar. 

Smoking puts individuals, whether or not they have diabetes, at higher risk for heart disease 

and stroke. Regular exercise also improves factors linked to cardiovascular health, resulting 

in lower blood pressure, healthier cholesterol levels, and better blood sugar regulation.  

Stress may affect behaviors and factors that increase heart disease risk: high blood pressure 

and cholesterol levels, smoking, physical inactivity and overeating. Your body releases 

adrenaline, a hormone that temporarily causes your breathing and heart rate to speed up and 

your blood pressure to rise [144]. 

A heart attack occurs when blood flow to a part of the heart is blocked, usually by a blood 

clot. Without oxygenated blood, the heart muscle begins to die. A stroke is a brain attack, 

cutting off vital blood flow and oxygen to the brain. Stroke happens when a blood vessel 

feeding the brain gets clogged or bursts [145]. Medical drug history is very important in 

diagnosing the actual disease. Apart from preventing prescription errors, proper medication 

histories are very useful in detecting proper disease. Dyspnea (shortness of breath) is a 

common symptom affecting as many. With many different underlying conditions, it can be 

occurred and some can be life-threatening.  Palpitations can be a sign of a severe problem, 

such as an overactive thyroid gland (hyperthyroidism) or an abnormal heart rhythm 

(arrhythmia). Fast heart rate causes Arrhythmias (tachycardia) and slow heart rate causes 

bradycardia or an irregular heart rhythm [146]. Temporary loss of consciousness usually 

related to inadequate amount of blood flow to the brain is called syncope. It occurs when 

blood pressure is too low (hypotension) and the heart doesn't pump enough oxygen to the 

brain [147]. Vomiting occurs as one of the symptoms in case of Heart Attract specially for 

women than men. In case of heart disease, radiation means to spread the pain in left arm or 

any part of the body [148]. Chest pain symptoms can range from a mild sensation, to a severe 

pain. In older people heart attacks are more common than younger people, but they can also 

occur in people of any age [149]. 
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An electrocardiogram (ECG) is a diagnostic test which measures the electrical activity of 

heart to show whether or not it is functioning normally. It will be used to record the heart’s 

rhythm and activity on a moving strip of paper or a line on a screen [150]. A coronary 

angiogram is a procedure that uses X-ray imaging to see your heart's blood vessels. The test 

is generally done to see if there's a restriction in blood flow going to the heart [151]. 
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METHODOLOGY 

3.1 Work-flow of the Study 

At first, the Questionnaire has been prepared as added in the appendix section and verified 

by the cardiologist of AFC Fortis Escorts Hospital. Data has been saved to the excel sheet 

very carefully. Missing information has been filled out with Mean, Median and Mode. Best 

First Search, Ranker algorithm and Chi-square correlation have been applied to identify the 

most significant risk factors. To train the dataset cross-validation techniques have been 

applied and four classification algorithms such as Bagging, Logistic Regression, Artificial 

Neural Network (ANN) and Random Forest have been applied to determine different 

statistical metrics and compared the performances among them. The overall work-flow of 

this research study has been shown in Figure 3.1. 

 

3.2 Data Collection 

Data has been collected from AFC Fortis Escort Heart Institute, Khulna, Bangladesh. 

Around 506 patient’s data with 151 features have been collected and added in the appendix 

and the agreement documents have been added to the appendix section.  Four categories of 

data have been collected. Some are diagnostic, some are patients history, some are 

demographic and some symptomatic data.   

 

3.3 Simulation Tools and Software packages for Data Analysis 

WEKA (Waikato Environment for Knowledge Analysis) was developed at the University of 

Waikato, New Zealand. It is a software written in Java for ML study. WEKA comes with a 

GUI that makes it easy to visualize datasets and train and compare different classifiers. It is 

a handy tool to have for ML analysis. WEKA contains several ML algorithms that help to 

study on data mining [152] [153]. 

IBM SPSS Statistics is the world’s leading statistical tools. Compared to other data analysis 

packages it’s easier to use has a lower total cost of ownership and it covers every step of the 
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entire analytical process from planning all the way to development. It is available with the 

required function to perform needed analysis for study and organizations. It empowers us to 

clarify the relationship between variables create clusters identify trends and make predictions 

these are powerful. We can quickly access, manage and analyze any kind of data set 

including survey data, corporate databases, and medical data. It works with all common data 

types of external programming languages. It helps analysist to analysis on the dataset with 

its build-in library functions which include different ML algorithms and it also shows a 

graphical view of information [154]. 

 

3.4 Data Preprocessing 

Data Preprocessing is very essential to deal with real-time data. In real-time data, lots of 

irregularities can happen. For example, we notice lots of missing information in the data. In 

this thesis, the dataset has been preprocessed using WEKA (version 3.8.3). Some 

unnecessary columns have been removed like name, contact info, address, etc. For filling up 

missing data, a popular function named ReplaceMissingValue (Mean and Mode) has been 

used. ReplaceMissingValue works based on mean and median. It replaces both nominal and 

numerical missing values of a dataset [155]. It skips the outcome column automatically. The 

filter may result in additional data to the console if debug set to true and the filter's 

capabilities are not checked except it is built if doNotCheckCapabilities set. A function 

ignoreClass by using that before applying the filter the index of the class will remain unset. 

Then the function Randomize has been used to shuffle the order randomly instance of 

skipping it [156]. RandomSeed function will generate a random number of seeds. Then the 

new dataset has saved for further process. 

 

3.5 Risk Factor Selection 

As we know, in day to day life our food habits are changing. We have adopted a new lifestyle 

in this 21st era. We need to identify which risk factors are more significant to arise IHD. All 

refactors are not significant and we need to identify their significances. 

For selecting risk factors, a couple of algorithms have used such as Best First Search (BFS) 

Ranker and Chi-square correlation. For BFS CfsSubsetEval need to be used and for Ranker 
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the InfoGainAttributeEval function has used in WEKA. The brief about the algorithms 

have been given below: 

3.5.1 Best First Search (BFS) 

BFS is an algorithm to search and find out the most promising node by traversing every node 

of a graph. It uses a technique known as a heuristic to determine an ideal option and to verify 

the option [157].  WEKA tool has been applied to use the BFS for selecting features from 

the dataset. WEKA has a build-in class named BestFirst [158] which helps to select features 

by evaluating features [159]. 

3.5.1.1 CfsSubsetEval (Correlation-based Feature Subset Selection) 

Another function in WEKA named CfsSubsetEval which evaluates the value of a subset of 

features by considering the individual prescient capacity of each element alongside the level 

of repeated value between them. Subsets of attributes that are exceptionally related with the 

class while not having a high relationship are preferred [160]. It helps to select the important 

features from a dataset and also the related subsets of the features.  

3.5.2 Ranker 

As we mentioned earlier, we need to find the significances between the risk factors and 

ranking the risk factors that can be a good approach. Ranker is a scheme of ranking for each 

feature. It is not a method for searching. It ranks each feature sequentially based on their 

evolutions and it also removes the lower-ranked attributes ranked by itself. It is possible to 

set a custom threshold for deleting the lower-ranked features. It is also possible to specify 

specific features that must need to be there in the list whatever it is in lower or upper rank. 
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Figure 3.1: Working flow of the analysis 
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3.5.2.1 InfoGainAttributeEval (Information Gain Attribute Evaluation) 

With respect to the class InfoGainAttributeEval measures, the information gain to evaluates 

the worth of an attribute. InfoGain(Class,Attribute) = H(Class) - H(Class | Attribute) [161]. 

It helps to determine the most correlated features in my dataset. 

3.5.3 Chi-square Correlation 

A chi-square test is a statistic that defines the relationships between variables. It uses for 

testing the dependency of features in a dataset [162]. This technique has been used by using 

IBM SPSS software to find out the dependent and independent attributes of the dataset. To 

perform this operation, the following steps will be followed: 

1. Create crosstab and then perform a chi-square correlation. Options to click to perform 

this are, Analyze > Descriptive Statistics > Crosstabs. 

2. A window will pop up with two options: Row(s) and Column(s).  

3. Then the statistics window has opened with 15 different checkmark options.  

4. Cells window also have some checkmark options. Among the three options namely 

observed, expected and unstandardized can be selected (optional) for the Chi-square 

test of independence. 

a. Observed: It is enabled by default and which defines the number of 

observations of a defined cell. 

b. Expected: Expected number of observations of the cell. 

c. Unstandardized Residuals: The executed "residual" value as observed 

minus expected. 

3.5.3.1 Finding P-Value 

IBM SPSS will be used to find out the P-Value. It defines the probability or chance of 

rejecting a null hypothesis if it is true. SPSS statistical software has packages that can make 

the calculation of any parameter. It has two hypotheses. One is a null hypothesis that can be 

composite or simple and another one is the alternate hypothesis. The significant level will 

be defined as 5%.  
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3.6 Selection Process of Most Significant Risk factors based on Different Feature 

Selection Techniques 

The outcome of the BFS has been compared with Ranker and Chi-square correlation. Some 

features have been discarded if it is present in BFS but not highly ranked or correlated. 

Similarly, some features have been added if it is highly correlated and ranked based on 

information gain but it is not present in BFS. Here, the significance of each feature has been 

checked with the rest other two feature selection techniques. This way, the most significant 

features can be identified. 

 

3.7 Dataset Training and Testing 

For training the preprocessed dataset, Percentage Split and Cross-Validation methods can be 

used. Percentage split is a way to split a dataset into two-part namely training data and testing 

data respectively. It randomly re-sample the original data in n%. For example, 75% of the 

total rows of the dataset can be selected a training data and the rest 25% can be selected as 

test data [163]. 

3.7.1 Cross-validation 

Checking the stability of a model is always important for a data scientist as it is always 

important to check the validity of models. Cross-validation is such a validation method to 

measure how the outcome of a statistical model will simplify to an independent dataset. It is 

also known as out of sample testing or rotation estimation. It is a deliberate method for doing 

rehashed holdout that really enhances it by diminishing the fluctuation of the gauge. It 

basically used in predictive models to know how accurately the model is predicting the 

outcome classes. It helps to get the accuracy of a system and to know which model can 

perform better. It helps to avoid overfitting and underfitting as well [164]. 

3.7.2 10-fold cross-validation 

10-fold cross-validation is a validation technique that came from K-Fold Cross-validation 

where K is a simple parameter where K has a specific value. For example, for this study, the 

value of K has been set to 10 which means, K=10 and that is known as 10-Fold Cross-

Validation. In this way, data has been divided into 10 parts. Different techniques on different 

datasets have proved that the 10-Fold Cross-validation is the best option to apply on the 
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dataset to get estimate error and it also proves that the stratification improves outcomes 

slightly. So, it is enough to divide data into 10 parts. That is the reason to use K=10 or 10-

fold cross-validation where almost all class attributes are illustrated in almost the right 

proportion. The procedure has been repeated 10 times and averages the results to achieve an 

optimal result. It is a standard way to repeat 10-fold cross-validation 10 times which involves 

the learning algorithm invoking 100 times in the dataset. So, 10-fold cross-validation has 

been used in this research study to get an evolution result and estimate the error. Finally one 

more time the classification has done to get an actual classifier [165]. 

 

3.8 Prediction of IHD using Classification Algorithms 

Classification Algorithms that are used in ML and their categories are [166]:  

I. Logistic Regression (LR) 

II. Random Forest 

III. Artificial Neural Networks 

IV. Bagging 

 

3.9 Bagging 

Bagging performs as a technique for expanding accuracy. It is connected to learning plans 

for a numeric forecast. Assume that, patient suppose you might like to have a diagnosis made 

based on your indications. Rather than asking a specialist, you may ask several. If a certain 

diagnosis of analysis happens more than some other, you may pick this as the final or best 

diagnosis. The last finding diagnosis is depending on a majority vote, where each specialist 

gets an equivalent vote. Now by a classifier of each specialist, and you have the fundamental 

thought behind bagging. Naturally, a larger part vote made a substantial category of 

specialists might be more dependable than a greater part vote made a little category [167]. 

Theoretically, bagging can be characterized as follows: 

 

(I) Build a bootstrap sample 𝑀 ×  𝑖 =  (𝑌 ×  𝑖 , 𝑋 ×  𝑖 ) (𝑖 =  1, . . . , 𝑛) according to 

the empirical distribution of the pairs 𝑀𝑖 =  (𝑌𝑖 , 𝑋𝑖) (𝑖 =  1, . . . , 𝑛). 

 

(II) Compute the bootstrapped predictor 𝜃 ̂ × 𝑛 (𝑥) by the plug-in principle; 

i.e., 𝜃  × 𝑛 (𝑦)  = ℎ𝑛(𝑀 ×  1, . . . , 𝑀 ×  𝑛 ), where 𝜃𝑛(𝑦)  = ℎ𝑛(𝑀1, . . . , 𝑀𝑛).  
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(III) The bagged predictor is 𝜃𝑛; 𝐵(𝑦)  =  𝐸 × [ 𝜃  × 𝑛 (𝑦)]. 

3.9.1 Implementation of Bagging Algorithm in WEKA 

Bagging as a classifier can erase variance. Bagging is also worked for regression. In this 

research, Naive Bayes as the base learner has used and WEKA software tool because of a 

variety of learning algorithms and implement the algorithm in this software tool. Because it 

is a modern technique to verify accuracy. The button has been chosen and selects “Bagging” 

under the “meta” group [168]. The seed value 1 is used and a number of iterations are 10. 

The number of execution slots 1 is used for ensemble construction. The batch size is 100. 

Ultimately, the quality of the bags can be indicated in the numIterations parameter. The 

default value is 10, despite the fact that it is entirely expected to utilize esteems in the 

hundreds or thousands. Continue increasing the value of numIterations until no longer see 

an improvement in the model, or run out of memory. Bagging stands for bootstrap 

aggregation. The property of bagging value is shown in Table 3.1: 

Table 3.1: Properties and Values of Bagging algorithm 

Property Value 

bigSizePercent 100 

batchSize 100 

catOutOfBag False 

Classifier Naive Bayes 

Debug False 

Do Not Check Capabilities False 

numDecimalPlaces 2 

numExecutionSlots 1 

numIterations 10 

outputOutOfBagComplexityStatistics False 

printClassifiers False 

representCopiesUsingWeights False 

Seed 1 

storeOutOfBagPredictions False 
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3.9.2 Advantages of Bagging 

The advantage of bagging that gives the ensemble learning and their multiple fragile learners 

outperform to one powerful learner [169]. Bagging decrease variance and avoid over-fitting 

[170]. It can be worked as a regression including also classification. It refines the stability 

including the accuracy of ML algorithms used in statistical regression and also classification. 

The advantage of bagging does not concentrate on any specific occasion of the training 

information – Therefore, over-fitting is less susceptible when applied to noisy data. Bagging 

is robust to noise and outliers. 

3.9.3 Disadvantages of Bagging 

The disadvantage of the bagging is losing the interpretability of the model. There can be an 

issue of big bias if not modeled correctly. Another is that when bagging gives better 

accuracy, it is costly in terms of computation and not be desirable depending on the use case. 

It can gently reduce the performance of stable formulas, for example, K-nearest neighbors. 

 

3.10 Logistic Regression 

Logistic Regression is one of the popular algorithms among ML algorithms which uses for 

binary classification. It is a statistical strategy of investing a dataset in which there is more 

than one independent variable that determines an outcome. The result is estimated with a 

dichotomous variable. It only includes information coded as 1 and 0 [171]. Logistic 

regression is named for the task used at the core of the technique, the logistic function. 

Logistic Regression could help to use to identify whether the student passed or failed. The 

identifications are discrete. We can also see probability scores underlying the model’s 

classifications.  

The basic formula for the postulated linear model is: 

𝑔(𝑃(𝑥)) = 𝛼 + 𝛽𝑦1 + 𝛾𝑦2 

In the formula, 

Link function = g() 

The expected value of the target variable = E(y) 

α, β and γ = Values which are to be predicted 
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3.10.1 Implementation of Logistic Regression Algorithm in WEKA 

LR accepts the input variables are numeric and have a Gaussian distribution. WEKA 

implementation has been adapted to support multi-class classification problems. But after 

choosing the selection of Logistic under the functions group the algorithm can run for a fixed 

number of iterations, but by default will run until it is estimated that the algorithm has 

converged. The algorithm for Logistic Regression (LR) classifier works with the class which 

follows the multinomial logistic regression method along with the ridge estimator. Binomial 

logistic regression was used in this research study. The batch size of LR was 100, the value 

of the ridge was 1.0E-12. The parameter matrix which has to be classified using the LR 

algorithm can be expressed as (1). 

𝐵 =  𝑚 × (𝑘 − 1) ………………………….. (1) 

Where B represents the parameter matrix, k is the number of classes, n denotes the number 

of instances, and m stands for the number of attributes. The possibility of any class j except 

the last one to be classified with the LR algorithm can be expressed using (2) while the last 

class has the possibility as stated in (3). Xi represents the fraction of cells in j for a patient i. 

 

𝑃(𝑦𝑖) =
𝑒

∑ 𝑦𝑖𝐵𝑗
𝑘−1
𝑗=1

1+𝑒
∑ 𝑦𝑖𝐵𝑗

𝑘−1
𝑗=1

 …………. (2) 

𝑃′(𝑌𝑖) =
1

1+𝑒
∑ 𝑦𝑖𝐵𝑗

𝑘−1
𝑗=1

 ………... (3) 

𝑀 = − ∑ [∑ (𝑌𝑖𝑗 + 𝐼𝑛 (𝑃𝑗(𝑌𝑖))) + (1 − ∑ 𝑃𝑗(𝑌𝑖)
𝑘−1
𝑗=1 )𝑘−1

𝑗 ] + 𝑟𝑖𝑑𝑔𝑒 × 𝐵2𝑛
𝑖=1  ……….. (4) 

The log-likelihood of negative multinomial is expressed in (4). In general, L is minimized 

as much as possible so that B can be determined. We have used a slightly modified LR 

algorithm so that the instances can be classified using some weighted values. Moreover, the 

missing values have been replaced using a customized filter [172]. The property of bagging 

value is given in Table 3.2: 
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Table 3.2: Properties and Values of Logistic Regression algorithm 

Property Value 

batchSize 100 

Debug False 

Do Not Check Capabilities False 

Maxlts -1 

numDecimalPlaces 3 

Ridge 1.E-12 

UseConjugateGradientDescent False 

3.10.2 Advantages of Logistic Regression 

It is a generally used procedure since it is extremely proficient, does not require an excessive 

number of computational resources, it's outstandingly interpretable, it doesn't require 

information highlights to be scaled, it doesn't require any tuning, it's anything but difficult 

to regularize, and it yields well-adjusted anticipated probabilities. Strategic relapse improves 

when you evacuate ascribes that are inconsequential to the yield variable just as 

characteristics that are so like one another. Another bit of leeway of calculated relapse is that 

it is unbelievably simple to actualize and productive to prepare. Due to its 

straightforwardness and the way that it tends to be actualized moderately simple and fast, 

Logistic Regression is likewise a decent pattern that you can use to quantify the exhibition 

of other progressively complex Algorithms. The Logistic Regression calculation is a 

straightforward relapse calculation that can outline an N-dimensional sign to a 1-dimensional 

sign. 

3.10.3 Disadvantages of Logistic Regression 

A drawback of logistic regression that can't take care of non-direct issues with calculated 

relapse since it's choice limit is straight. It is that the elucidation is progressively troublesome 

in light of the loads is multiplicative and not added substance. Strategic relapse can 

experience the ill effects of complete partition. On the off chance that there is an element 

that would impeccably isolate the two classes, the Logistic Regression model can never again 

be prepared. This is on the grounds that the weight for that element would not join, on the 

grounds that the ideal weight would be vast. 
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3.11 Artificial Neural Network (ANN) 

Neural networks are a group of calculations that displayed freely after the human mind, that 

are intended to perceive designs. They translate the tactile of information through a sort of 

machine observation. The examples they perceive are numerically contained in vectors, into 

which all certifiable information. ANN is a computational model relies upon the structure 

and elements of natural neural systems. Data that courses through the system influence the 

structure of the ANN in light of the fact that it changes - or learns, in light of that information 

and yield. ANN a computational nonlinear model that is generally used in Machine Learning 

and is considered to be a prominent component of futuristic Artificial Intelligence [173]. The 

backpropagation algorithm is a part of ANN where inputs and desired outputs are known. The 

output received from the algorithm compares with the targeted output and if the targeted 

output achieved then well otherwise the system sends feedback with the error to evaluate the 

desired result. By using the Activation Function, it is possible to convert an input signal of a 

node in n ANN to an output signal. And, in the next level, the output will be used as input. 

So, the Activation function basically enables the input signal if the archived output is not 

equal to the desired output.  

3.11.1 Implementation of Artificial Neural Network (ANN) Algorithm in WEKA 

ANN classifier algorithm works based on feed-forward and back-propagation neural 

networks. At first, the information has been transmitted from the input layer to the output 

through several intermediate layers called the hidden layers and interlayer information 

transfer involves several weighted paths whose weights have been predefined randomly at 

the beginning. The properties for ANN has shown in Table 3.3. The weights have been 

updated to optimum values by applying the back-propagation neural network on the basis of 

the sigmoid function. These property values for batch size, debug, and checking capability 

have been kept unchanged. The decaying property has been disabled in order to prevent a 

decrease in learning rate which has been kept constant as 0.1 with momentum 0.2 and the 

training period has been limited to 500 epochs. Normal to binary filter has been implemented 

with the normalizing feature enabled with a view to normalizing all attributes in the dataset 

including the numeric and nominal ones. Multilayer perception has been used for the ANN 

classifier, the number of hidden layers is more than one and we have two hidden layers with 

16 and 14 nodes.  
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Table 3.3: Properties and Values of ANN algorithm 

Property Value 

GUI False 

autoBuild True 

batchSize 100 

Debug False 

Decay False 

Do Not Check Capabilities False 

hiddenLayer 16.14 

learningRate 0.1 

Momentum 0.2 

nominalToBinaryFilter True 

normalizeAttributes True 

normalizeNumericClass True 

numDecimalPlaces 2 

Reset True 

Seed 0 

trainingTime 500 

validationSetSize 0 

ValidationTheshold 20 

3.11.2 Advantages of Artificial Neural Network (ANN) 

ANNs have the ability to learn and display non-linear and complex connections, which is 

extremely significant in real life, a huge number of connections between inputs and outputs 

are non-linear also complex. ANNs can generalize — after gaining the initial inputs and their 

connections, it can deduce unseen connections on unseen information as well, thus making 

the model generalizes and predict on unseen information. Artificial neural networks learn 

occasions and settle on choices by remarking on comparative occasions and have the ability 

to make ML.  ANNs have the numerical quality that can perform more than one work in the 

meantime. Information for example in traditional programming is stored on the whole 

system, not on a database [174]. 

3.11.3 Disadvantages of Artificial Neural Network (ANN) 

As per their structure, ANN requires processors with parallel handling power. Hence, the 

realization of the equipment of hardware is dependent.  This is the most important issue of 

ANN which is the unexplained behavior of the network. At the time of ANN produces a 
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probing solution, it does not give a clue as to why and how. This decreases faith in the 

network. There is no particular guideline for determining the structure of artificial neural 

networks. It can work with numerical information. But the problems have to be translated 

into numerical values before being introduced to ANN. The display mechanism to be 

determined here will directly influence the performance of the network. The presentation 

component to be resolved here will straightforwardly impact the exhibition of the system. 

This relies upon the client's capacity. The system is decreased to a specific estimation of the 

blunder on the example implies that the planning has been finished. This regard does not 

give us perfect results. 

 

3.12 Random Forest  

Random Forest is easy to use the ML that produces, even without hyper-parameter tuning and 

a great result. It is also used because of its simplicity and the fact that it can be used for both 

classification and regression tasks. Random Forest or Random decision forests correct for 

decision trees nature of overfitting to their training set. Random Forest algorithm is a 

supervised classification algorithm and flexible. There is an immediate connection between 

the number of trees in the timberland and the outcomes it can get the bigger the number of 

trees is given the more exact outcome [175].  

 

 

 

 

 

 

Figure 3.2: Decision Trees to merge and to get an ideal outcome 

So, it works based on several generated decision trees. It merges the decision trees to get an 

optimal result. Figure 3.2 illustrates the process of generating decision trees and evaluating 

the outcome by merging the trees together. 

https://en.wikipedia.org/wiki/Test_set
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3.12.1 Implementation of Random Forest Algorithm in WEKA 

Random Forest (RF) of the ensemble classifier pursues the decision tree model of rules for 

classification analysis. In the season of preparing, it is conducted by building a multitude of 

decision trees. The properties of random forest has shown in Table 3.4. The resultant is the 

mode of the classes for grouping. Random Forest is very simple to utilize approach. The 

batch measure was 100 and the number of implementation slots was 1 and iterations were 

100. 

Table 3.4: Properties and Values of RF algorithm 

Property Value 

bagSizePercent 100 

batchSize 100 

breeakztiesRandomly False 

calcOutOfBag False 

computeAttributeImportance False 

Debug False 

doNotCheckCapabilities False 

maxDepth 0 

numDecimalPlaces 2 

numExecutionSlots 1 

numFeatures 0 

numIterations 100 

outputOutOBagComplexityStatistics False 

prinClassifiers False 

Seed 1 

3.12.2 Advantages of Random Forest 

The advantage of prototypes is processed that give data about the connection between the 

variables and the classification. It registers proximities of Random Forest between pairs of 

cases that can be used in locating outliers, clustering, or give interesting views of the data 

[176]. The capabilities of the above can be extended to outlier detection, leading to 

unsupervised clustering, and unlabeled data. It offers a technique for identifying variable 

interactions. The advantage to using a Random Forest over a decision tree: It reduces over-

fitting and additionally accurate. 
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3.12.3 Disadvantages of Random Forest 

Random forests have been detected the team for some datasets with noisy classification 

tasks. For information and categorical variables with different levels, random forests are 

biased in favor of those attributes with more levels. Therefore, the variable significance 

scores from random forest are not dependent for this type of data. The major limitation of 

the Random Forests algorithm is may make slow-going for real-time prediction because of 

a large number of trees. It’s more complex and difficult to visualize the model or comprehend 

why it predicted something [177]. It’s so difficult to implement and computationally high-

cost. 
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RESULTS AND DISCUSSIONS 

4.1 Data Distributions of Collected Dataset 

The dataset contains a total 506 unique instances where each instance has maximum of 151 

historic, symptomatic and pathologic features with one outcome class. A total of 6 

demographic features such as Age, Sex, Profession, etc. have shown in appendix Table A1. 

In appendix Table A2 some diagnostic features such as Heart Rate. Systolic Blood Pressure, 

Diastolic Blood Pressure, Creatinine, Ejection Fraction, etc. have shown. Here we see that 

the average Heart Rate of the patients is 82.85. The patient's history and their symptoms have 

shown in appendix Table A3 to A4. 

In this collected data, around 88 features have a low frequency (less than 20). Around 9 

categories of a heart attack such as ACS, STEMI, NSTEMI, Unstable Angina, UMI, AMI, 

OMI, AWMI, IWMI have been collected which leads to IHD. 

 

4.2 Outcome of Feature Selection 

For determining significant risk factors to IHD we applied 3 approaches e.g. Best First 

Search algorithm, Ranker algorithm, and Chi-square Correlation. The results are described 

in the preceding subsections: 

4.2.1 Outcome of Best First Search (BFS) 

Table 4.1 shows the results of different attributes for BFS. In this feature selection technique, 

22 features have been selected out of 152 features including IHD. In these 22 features we 

can see that one demographic features, two diagnostic features, and nineteen symptoms has 

been selected.  BFS algorithms generated total 1058 subsets. 
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Table 4.1: Results for Best First Search  

Selected Features 

Instances Features Search Direction Total number of 

subsets 

evaluated 

506 152 Bi-Directional 1058 

sex non-stemi valvular-cardiomyopathy stroke 

bp-systolic AMI AWMI chest-pain 

ACS PCI PTCA troponin 

IWMI rhenumated-

arthitis 

severe-musculoskeletal-

pain 

EF 

PAD DVD bronchial-asthma  

severe-multiple-

sclerosis 

thrombolysed-stk pleural-effusion  

4.2.2 Outcome of Ranker Algorithm 

InfoGainAttributeEval is a class which have been used for the Ranker algorithm. It 

evaluated the significance of an attribute by calculating Information Gain of the attributes. 

By determining Information gain it helped to select the most co-related attributes. Table 4.2 

represents the outcomes of various features for the Ranker algorithm. we can see that around 

33 features are highly ranked at 1% information gain. The highest information gain value is 

0.88417 and lowest information value is 0.01028 out of these 33 risk factors. 

 

Table 4.2: Results for Ranker algorithm 

Feature Name Information 

Gain 

Rank Feature Name Information 

Gain  

Rank 

ACS 0.8841705634 1 syncope 0.0088995882 35 

EF 0.1024586208 2 atrial-fibrillation 0.0076178667 36 

troponin 0.1003215585 3 DCM 0.0076178667 37 

non-stemi 0.0786177118 4 CKD 0.007355043 38 

PTCA 0.0689170536 5 PAH 0.0068467254 39 

DVD 0.058163819 6 UTI 0.0068467254 40 

profession 0.0507358281 7 valvular-

cardiomyopathy 

0.0068467254 41 

chest-pain 0.0506771806 8 SVT 0.0068467254 42 

AMI 0.0500164805 9 RTI 0.0068467254 43 

CAD 0.0493060846 10 OMI 0.0062041019 44 
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Feature Name Information 

Gain 

Rank Feature Name Information 

Gain  

Rank 

SVD 0.0470669215 11 ICM 0.0062041019 45 

sex 0.0467425202 12 ALVF 0.0049647108 46 

CAG 0.0458161627 13 FVR 0.004887474 47 

ECG 0.04277936 14 PPM 0.004887474 48 

rhenumated-

arthitis 

0.034772016 15 tobaco 0.0048433689 49 

sweating 0.0294097517 16 hypothyroidism 0.0034168067 50 

Smoking 0.0287504477 17 PAD 0.0034168067 51 

unstable-angina 0.0280243869 18 pericardial-

effusion 

0.0034168067 52 

bp-systolic 0.0258334005 19 anaemic-heart-

failure 

0.0034168067 53 

stroke 0.0247435082 20 mild-pr 0.0034168067 54 

thrombolysed-

stk 

0.0221163671 21 electrolyte-

imbalance 

0.0034168067 55 

IWMI 0.0221163671 22 urosepsis 0.0034168067 56 

creatinine 0.0200910111 23 normal-coronasies 0.0034168067 57 

PCI 0.0178153534 24 VHD 0.0034168067 58 

AWMI 0.0156808306 25 hemorrhagic-shock 0.0034168067 59 

vomiting 0.0142190784 26 aortic-stenosis 0.0034168067 60 

bronchial-asthma 0.0137463524 27 RHD 0.0034168067 61 

patients_status 0.0128909897 28 dissecting-aortic-

aneurysm 

0.0034168067 62 

radiation 0.0128909897 29 metabolic-

encephalopathy 

0.0034168067 63 

normal-

epicardial-

coronary-artery 

0.012285016 30 moderate-ms 0.0034168067 64 

cardiogenic-

shock 

0.0118361734 31 hypothyrodism 0.0034168067 65 

palpitation-

duration 

0.010508016 32 severe-

musculoskeletal-

pain 

0.0034168067 66 

severe-multiple-

sclerosis 

0.0102898691 33 hyponatremia 0.0034168067 67 

palpitation 0.0095547347 34 pleural-effusion 0.0034168067 68 
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4.2.3 Outcome of Chi-square Correlation 

The features also have been selected based on the correlation between features in my dataset. 

Some of the features have been found are highly correlated and some are not on a 5% 

significant level (𝒑 = 𝟎. 𝟎𝟓). The highly correlated attributes have been dropped from the 

dataset. Table 4.3 shows the results for Correlation. Around 43 features have been accepted 

at 5% significant level. 

 

Table 4.3: Results of Correlation algorithm 

Sl. 

No. 

Features Name P-

Value  

Sl. 

No. 

Features Name P-

Value 

1 SVD 0.0001 23 bpsystolic 0.003 

2 sex 0.0001 24 palpitationduration 0.005 

3 ACS 0.0001 25 PCI 0.006 

4 unstableangina 0.0001 26 radiation 0.006 

5 nonstemi 0.0001 27 patients_status 0.006 

6 AMI 0.0001 28 palpitation 0.007 

7 rhenumatedarthitis 0.0001 29 severemultiplesclerosis 0.008 

8 DVD 0.0001 30 syncope 0.009 

9 CAD 0.0001 31 cardiogenicshock 0.01 

10 PTCA 0.0001 32 AWMI 0.01 

11 smoking 0.0001 33 DCM 0.015 

12 stroke 0.0001 34 atrialfibrillation 0.015 

13 sweating 0.0001 35 CKD 0.016 

14 chestpain 0.0001 36 SVT 0.031 

15 EF 0.0001 37 RTI 0.031 

16 ECG 0.0001 38 valvularcardiomyopathy 0.031 

17 CAG 0.0001 39 PAH 0.031 

18 IWMI 0.002 40 UTI 0.031 

19 normalepicardialcoronary

artery 

0.002 41 creatinine 0.031 

20 thrombolysedstk 0.002 42 FVR 0.05 

21 bronchialasthma 0.002 43 PPM 0.05 

22 vomiting 0.002    

4.2.4 Extracted Mostly Significant Features from the Dataset 

In BFS algorithms, a total of 22 significant features has been selected. But out of these 22 

features only 18 features have chosen as most significant based on other two feature selection 
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techniques. As the PAD features have not highly ranked (rank: 51, information gain value: 

0.00341) and correlated (p-value: 0.128), this feature is discarded for further analysis. 

Similarly, severe-musculoskeletal-pain (rank: 66, information gain: 0.00341, p-value: 

0.128), troponin (rank:3, information gain: 0.10032, p-value: 0.646) and pleural-effusion 

(rank: 68, information gain: 0.00341, p-value: 0.128) has been discarded from the outcome 

of BFS. The troponin feature has ranked high based on information gain but it can be 

discarded if we compare with the outcome of rest two feature selection techniques. Rest 10 

features out of 28 have chosen based on high information gain and p-value. Those features 

which have lower information gain less than 1%, can be discarded easily. For this reason, in 

the ranker technique, only 33 features have been selected based on high information gain. 

 

The outcomes of BFS, Ranker and Correlation algorithms have been merged to get the most 

significant features and after merging the algorithms 28 significant features have been found. 

They are sex, bp-systolic, ACS, IWMI, unstable-angina, severe-multiple-sclerosis, non-

stemi, AMI, PCI, rhenumated-arthitis, DVD, thrombolysed-stk, valvular-cardiomyopathy, 

CAD, SVD, AWMI, PTCA, bronchial-asthma, smoking, stroke, sweating, vomiting, chest-

pain, EF, ECG, CAG, patients_status. All the selected significant features have been shown 

in Table 4.4. 

Table 4.4: Significant Features List 

Serial 

No. 

Features Name Type BFS Ranker P-

Value 

1 ACS Symptoms  0.88417 0.0001 

2 EF Diagnostic  0.10245 0.0001 

3 Non-stemi Symptoms  0.07861 0.0001 

4 PTCA Symptoms  0.06891 0.0001 

5 DVD Symptoms  0.05816 0.0001 

6 Chest-pain Symptoms  0.05067 0.0001 

7 AMI Symptoms  0.05001 0.0001 

8 CAD Symptoms  0.04930 0.0001 

9 SVD Symptoms  0.04706 0.0001 

10 Sex Demographic  0.04674 0.0001 

11 CAG Symptoms  0.04581 0.0001 

12 ECG Symptoms  0.04277 0.0001 

13 Rhenumated-arthitis Symptoms  0.03477 0.0001 

14 Sweating Symptoms  0.02940 0.0001 
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Serial 

No. 

Features Name Type BFS Ranker P-

Value 

15 Smoking Symptoms  0.02875 0.0001 

16 Unstable-angina Symptoms  0.02802 0.0001 

17 Bp-systolic Diagnostic  0.02583 0.003 

18 Stroke Symptoms  0.02474 0.0001 

19 IWMI Symptoms  0.02211 0.002 

20 Thrombolysed-stk Symptoms  0.02211 0.002 

21 Creatinine Diagnostic  0.02009 0.031 

22 PCI Symptoms  0.01781 0.006 

23 AWMI Symptoms  0.01568 0.01 

24 Vomiting Symptoms  0.01421 0.002 

25 Bronchial-asthma Symptoms  0.01374 0.002 

26 Patients_status Symptoms  0.01289 0.006 

27 Servere-multiple-

sclerosis 

Symptoms  0.01028 0.008 

28 Valvular-

cardiomyopathy 

Symptoms  0.00684 0.031 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure. 4.1: Graphical view of Mean 

 

Figure. 4.1 reveals the graphical view of the value of Mean for different attributes in the bar 

graph. The values are represented in Y-axis and the various features are in X-axis. The mean 

of creatinine is 1.718 and for EF 49.709. Mean of systolic blood pressure is 130.7. 
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Figure. 4.2: Graphical view of Standard Deviation 

 

Figure. 4.2 shows the graphical view of the value of Standard Deviation for different 

attributes in the bar graph. The values are represented in Y-axis and the various features are 

in X-axis. The standard deviation of creatinine is 1.651, for EF 12.278 and 27.754 is for 

systolic blood pressure. 

 

 
 

Figure. 4.3: Graphical view of some features and percentage 

 

Figure. 4.3 shows the graphical view of several attributes and their percentage in the bar 

graph. The percentages are represented in Y-axis and the various attributes are in X-axis. 
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Figure. 4.4: Graphical view of some features and percentage 

 

Figure. 4.4 shows the graphical view of several attributes and their percentage in the bar 

graph. The percentages are represented in Y-axis and the various attributes are in X-axis. 

 

 
 

Figure. 4.5: Graphical view of some features and percentage 

 

Figure. 4.5 shows the graphical view of several attributes and their percentage in bar graph. 

The percentages are represented in Y axis and the various attributes are in X axis. 
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Figure. 4.6: Graphical view of some features and percentage 

 

Figure. 4.6 shows the graphical view of several attributes and their percentage in the bar 

graph. The percentages are represented in Y-axis and the various attributes are in X-axis. 

 

 
 

Figure. 4.7: Graphical view of some features and percentage 
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Figure. 4.7 shows the graphical view of several attributes and their maximum and minimum 

value in bar graph. The values are represented in Y axis and the various attributes are in X 

axis. 

4.3 Prediction on Ischemic Heart disease 

Four ML algorithms have been used for classification. They are: Bagging, Logistic 

Regression, Artificial Neural Network and Random forest. 

4.3.1 Outcome of Bagging Algorithm 

The Figure. 4.8 shows the graphical view of the outcomes of the Bagging algorithm where 

the percentages are represented in the Y-axis and the various factors are on the X-axis. Naive 

Bayes was used as a base learner. The accuracy or Correctly classified instance for Bagging 

has got is 96.4427% when the value of Kappa statistics is 0.9154. Mean absolute error and 

root mean squared error are 0.0509 and 0.1725 respectively. In addition, the value of TP and 

FP are 0.964 and 0.052 and the Precision, Recall, F-Measure is same at 0.964. And, the value 

of MCC, ROC Area and PRC Area are respectively 0.915, 0.986 and 0.987.  

 

 
 

Figure. 4.8: Graphical view of Bagging 

 

4.3.2 Outcome of Logistic Regression Algorithm 

The Figure. 4.9 shows the graphical view of the outcomes of the Logistic Regression 

algorithm. The percentages are represented in Y-axis and the various factors are in X-axis. 
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Logistic Regression (LR) is the second algorithm in the study that has been used as a 

classification algorithm. The accuracy of LR has achieved is 96.64%. Kappa statistics, mean 

absolute error and root mean squared error are respectively 0.9196, 0.0426 and 0.1731. 

Furthermore, the values of TP, FP are 0.966, 0.055 and Precision, Recall are the same 0.966. 

F-Measure, MCC are 0.966 and 0.920 when ROC and PRC Area are 0.964 and 0.966. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure. 4.9: Graphical view of Logistic Regression 

4.3.3 Outcome of the Random Forest Algorithm 

The Figure. 4.10 shows the graphical view of the outcomes of the Random Forest algorithm. 

The percentages are represented in the Y axis and the various factors are in the X axis. 

Random Forest (RF) is another algorithm that has been used as a classification algorithm. 

The accuracy of RF has achieved is 98.6285%. Kappa statistics, Mean Absolute Error and 

Root Mean Squared Error are respectively 0.9425, 0.076 and 0.1566. Furthermore, the values 

of TP, FP are 0.976, 0.055 and Precision is 0.977. F-Measure, MCC are 0.976 and 0.944 

when ROC and PRC Area are the same at 0.98. 
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Figure. 4.10: Graphical view of Random Forest 

 

4.3.4 Outcome of Artificial Neural Network (ANN) 

The Figure. 4.11 shows the results of ANN in a graphical view. It shows the outcomes of 

different factors. ANN is another algorithm has been used as a classification algorithm in the 

research. The accuracy has received for ANN is 95.8498% and the Kappa statistics is 0.9018. 

Mean absolute error and root mean squared error are 0.0404 and 0.1812 when the TP and FP 

are respectively 0.958 and 0.055. Precision, Recall, and F-Measure is 0.96 when the MCC, 

ROC Area, and PRC Area are 0.902, 0.986 and 0.989. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure. 4.11: Graphical view of ANN 
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4.4 Comparison of the Performance of Different Machine Learning Algorithms 

Comparison between the classification algorithms have been shown in Table 4.9 where the 

highest accuracy 97.63% have got in RF and the accuracy of Bagging and LR are about to 

same as 96.44% and 96.64% respectively when the accuracy for ANN is the lowest accuracy 

among the algorithms for the dataset have been used in the study. 

The values of Kappa statistics also differ from one another for the algorithms. The value of 

Kappa statistics for ANN and LR about to same are 0.918 and 0.954 and for Bagging and 

RF are 0. 9154 and 9425. It is seen that the best algorithm for this study is Random Forest 

and it has an accuracy of 97.6285% which is better than all other algorithms applied to the 

collected dataset. As it is observed from this table, when the accuracy increases the kappa 

statistic also increases whereas the root means squared error and the root relative squared 

error decrease. The sensitivity of ANN is lower comparatively Random Forest where the 

specificity of ANN is higher than Random Forest. As Random Forest is an ensemble learning 

technique it produces many models where ANN one. Depending on different learning rates, 

the number of hidden layers the accuracy of ANN can be varied comparatively Random 

Forest. But sometimes it can lead to overfitting and underfitting problems. 

 

Table 4.5: Comparison between algorithms 

Evaluation Metrics Algorithms Names 

ANN Bagging LR RF 

Accuracy (%) 95.85 96.44 96.64 97.63 

Incorrectly Classified Instances (%) 4.15 3.55 3.36 2.37 

Kappa Statistic 0.9018 0.9154 0.9196 0.9425 

Mean Absolute Error 0.040 0.050 0.042 0.076 

Root Mean Squared Error 0.181 0.172 0.173 0.156 

Root Relative Squared Error (%) 39.46 37.55 37.67 34.09 

True Negative Rate/ Specificity (%) 93.464 93.464 92.81 92.156 

Precision (Weighted Avg.) 0.959 0.964 0.966 0.977 

Recall/Sensitivity (Weighted Avg.) (%) 95.8 96.4 96.6 97.6 

F-Measure (Weighted Avg.) 0.959 0.964 0.966 0.976 

Matthews Correlation Coefficient (MCC) 

(Weighted Avg.) 

0.902 0.915 0.920 0.944 

Receiver Operating Characteristics (ROC) 

Area (Weighted Avg.) 

0.986 0.986 0.964 0.986 

Precision Recall Curve (PRC) Area 

(Weighted Avg.) 

0.989 0.987 0.966 0.988 
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Figure. 4.12 represents the graphical view of the algorithms used in this study. It shows some 

important factors like accuracy, mean absolute error, root means absolute error, precision, 

recall, specificity, and sensitivity. 

 

 

 

 

 

 

 

 

 

Figure. 4.12: Comparison of Algorithms 

The same analysis has been performed for the four-classification algorithm using another 

heart disease dataset named Cleveland hospital dataset. The dataset has been collected from 

the UCI Machine Learning Repository. This dataset has 303 instances with 13 features [18], 

[22] [25]. The results of this analysis have been displayed in Table 4.6 to Table 4.9. 

 

The Artificial Neural Network Algorithm has been applied to the Cleveland dataset and 

shown in Table 4.6. In our dataset the number of instances were 506 and 28 features. We 

have obtained 81.457 % accuracy with proposed techniques in Cleveland hospital data. On 

the other hand, we have achieved 95.85% accuracy in ANN with our processed dataset. 
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Table 4.6: Comparison of ANN algorithm’s outcome between two datasets 

Evaluation Metrics Datasets 

Our Dataset Cleveland 

Dataset without 

processed 

technique 

Cleveland Dataset 

with processed 

technique 

Total Number of Instances 506 303 303 

Number of Features 28 13 13 

Accuracy 95.85% 80.4636 % 81.457 % 

Incorrectly Classified    

Instances 

4.15 19.5364 % 18.543 % 

Kappa statistic 0.9018 0.6074 0.6272 

Mean Absolute Error 0.040 0.2022 0.193 

Root mean squared error  0.181 0.4184 0.413 

TP Rate  93.464 0.805 0.815 

Precision  

(Weighted Avg.) 

0.959 0.805 0.815 

Recall  

(Weighted Avg.) 

95.8 0.805 0.815 

F-Measure  

(Weighted Avg.) 

0.959 0.805 0.815 

MCC  

(Weighted Avg.) 

0.902 0.608 0.627 

ROC Area  

(Weighted Avg.) 

0.986 0.865 0.875 

PRC Area   

(Weighted Avg.) 

0.989 0.861 0.870 

 

In Table 4.7 the Bagging Algorithm has been applied to the two Cleveland dataset, one is 

processed and other is without following the proposed techniques. With the processed 

technique in Cleveland dataset 81.7881% accuracy have achieved but on the other hand 

without process it performs slightest better results with 83.4437% accuracy. With AFC Fortis 

hospital’s data 96.44% accuracy has been obtained. 
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Table 4.7: Comparison of Bagging algorithm’s outcome between two datasets 

Evaluation Metrics Datasets 

Our Dataset Cleveland 

Dataset without 

processed 

technique 

Cleveland Dataset 

with processed 

technique 

Total Number of 

Instances 

506 303 303 

Number of Features 28 13 13 
Accuracy 96.44% 83.4437 % 81.7881 % 

Incorrectly Classified    

Instances 

3.55 16.5563 % 18.2119 % 

Kappa statistic 0.9154 0.6657 0.6325 

Mean Absolute Error 0.050 0.1887 0.1936 

Root mean squared 

error 

0.172 0.3594 0.3691 

TP Rate 93.464 0.834 0.818 

Precision 

(Weighted Avg.) 

0.964 0.834 0.818 

Recall 

(Weighted Avg.) 

96.4 0.834 0.818 

F-Measure 

(Weighted Avg.) 

0.964 0.834 0.818 

MCC 

(Weighted Avg.) 

0.915 0.666 0.633 

ROC Area 

(Weighted Avg.) 

0.986 0.903 0.898 

PRC Area 

(Weighted Avg.) 

0.987 0.903 0.898 

 

 

In Table 4.8 the Logistic Regression Algorithm has been applied to the two Cleveland 

dataset, one is processed and other is without following the proposed techniques. With the 

processed technique in Cleveland dataset 82.7815 % accuracy have achieved but on the other 

hand without process it performs slightest better results with 83.7748 % accuracy. With AFC 

Fortis hospital’s data 96.64 % accuracy has been obtained. 
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Table 4.8: Comparison of Logistic Regression algorithm’s outcome between two datasets 

 

In Table 4.9 the Random Forest Algorithm has been applied to the two Cleveland dataset, 

one is processed and other is without following the proposed techniques. With the processed 

technique in Cleveland dataset 79.8013 % accuracy have achieved but on the other hand 

without process it performs slightest better results with 82.4503 % accuracy. With AFC 

Fortis hospital’s data 97.63% accuracy has been obtained. 

 

 

 

 

 

 

 

Evaluation Metrics Datasets 

Our Dataset Cleveland Dataset 

without processed 

technique 

Cleveland Dataset 

with processed 

technique 

Total Number of 

Instances 

506 303 303 

Number of Features 28 13 13 
Accuracy 96.64 % 83.7748 % 82.7815 % 

Incorrectly Classified    

Instances 

3.36 16.2252 % 17.2185 % 

Kappa statistic 0.9196 0.6722 0.6512 

Mean Absolute Error 0.042 0.2242 0.2258 

Root mean squared 

error 

0.173 0.3529 0.3563 

TP Rate 92.81 0.838 0.828 

Precision 

(Weighted Avg.) 

0.966 0.838 0.829 

Recall 

(Weighted Avg.) 

96.6 0.838 0.828 

F-Measure 

(Weighted Avg.) 

0.966 0.837 0.827 

MCC 

(Weighted Avg.) 

0.920 0.673 0.653 

ROC Area 

(Weighted Avg.) 

0.964 0.898 0.896 

PRC Area 

(Weighted Avg.) 

0.966 0.887 0.885 
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Table 4.9: Comparison of Random Forest algorithm’s outcome between two datasets 

Evaluation Metrics Datasets 

Our Dataset Cleveland Dataset 

without processed 

technique 

Cleveland Dataset 

with processed 

technique 

Total Number of 

Instances 

506 303 303 

Number of Features 28 13 13 
Correctly Classified    

Instances 

97.63% 82.4503 % 79.8013 % 

Incorrectly Classified    

Instances 

2.37 17.5497 % 20.1987 % 

Kappa statistic 0.9425 0.6455 0.5911 

Mean Absolute 

Error 

0.076 0.2649 0.2736 

Root mean squared 

error 

0.156 0.352 0.3655 

Root relative 

squared error 

92.156 70.6189 % 73.3278 % 

TP Rate 0.977 0.825 0.798 

Precision 

(Weighted Avg.) 

0.976 0.825 0.798 

Recall 

(Weighted Avg.) 

0.944 0.825 0.798 

F-Measure 

(Weighted Avg.) 

0.986 0.824 0.797 

MCC 

(Weighted Avg.) 

0.988 0.646 0.593 

ROC Area 

(Weighted Avg.) 

97.63 0.907 0.887 

PRC Area 

(Weighted Avg.) 

2.37 0.909 0.887 
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4.5 Receiver Operating Characteristic (ROC) Analysis of Different Algorithms 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure. 4.13: ROC Curve of Bagging algorithm (a) For yes Class (b) For no Class 

 

The ROC curves for both yes and no cases of Bagging algorithm has been shown in Figure. 

4.13 where the True Positive Rate has been plotted on Y-axis and False Positive Rate on X-

axis. 
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Figure. 4.14: ROC Curve of Logistic Regression algorithm (a) For yes Class (b) For no 

Class 

Similarly, Figure. 4.14 represents the ROC curves of Logistic Regression and it also shows 

both cases yes and no. And, it was also plotted in the same manner as previous. 
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Figure. 4.15: ROC Curve of Random Forest algorithm (a) For yes Class (b) For no Class 

Again, Figure 4.15 shows the ROC Curves for the Random Forest algorithm where the first 

on is for yes and the second one is for no. 
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Figure. 4.16: ROC Curve of ANN algorithm (a) For yes Class (b) For no Class 

 

The ROC curves for both yes and no cases of ANN algorithm has been shown in Figure. 

4.16 where the True Positive Rate has been plotted on Y-axis and False Positive Rate on X-

axis.  
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CONCLUSION 

In section 5.1 the concluding remarks of this research have described and shown limitations 

in 5.2. Finally, future work has elaborated in 5.3. 

 

5.1 Conclusion 

In this work, the patient’s data with heart disease from local hospitals was used and tried to 

predict IHD by applying computer intelligence.  Around 506 patients’ data were analyzed 

with 151 features categorized as demographic data, patient history, symptoms, and 

diagnosis. In this thesis, 28 mostly significant features were selected by using feature 

selection techniques and several classification techniques have been applied.  The results for 

Artificial Neural Network (ANN), Bagging, Logistic Regression (LR) and Random Forest 

(RF) were very impressive. For ANN 95.85% accuracy has obtained, for Bagging 96.44%, 

for LR 96.64% and for RF 97.63% accuracy. So, the Random Forest algorithm gives the best 

performance among them. After that, the results have been compared based on different 

parameters of the algorithms such as kappa statistics, mean absolute error, root mean squared 

error, TP rate, FP rate, MCC, F-Measure, etc. By comparing all these statistical metrics, it 

was found that the Random Forest algorithm has given the best performance among the 

algorithms. The proposed technique has been applied on Cleveland hospital dataset to 

validate our model. The accuracy of the algorithms lies between 80.46% to 83.77% without 

applying the proposed processing techniques. The best result with 81.457% accuracy can be 

shown by applying the proposed processing techniques Artificial Neural Network. The 

Cleveland hospital data contains only 303 patient’s data with 13 features. 

 

5.2 Limitations 

There were several limitations to perform the study. The number of instances were not so 

adequate. The study was performed based on the collected dataset from AFC Fortis Escorts 

Hospital, Khulna, which contains only 506 instances and each instance has 151 features. 

There are several effective methods for data preprocessing. Some typical methods like Mean, 
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Mood, and Median were used in this research study. The data preprocessing technique needs 

to be improved more efficiently. 

 

5.3 Future Works 

The number of instances in the dataset needs to be increased to make a more effective model. 

There are some useful techniques such as Regression Analysis, Bayesian Belief, Naive 

Bayes, etc. that can be used for data preprocessing. There are several advanced Ensemble 

Learning algorithms, Radial Basis Neural Network (RBNN), Time Domain Neural Network 

(TDNN), Convolution Neural Network (CNN) as well as Support Vector Machine (SVM) 

with multi-class and binary Kernel that will be implemented. Finally, an expert system will 

be developed based on the best model achieved from this research study. 
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Appendix  

 

 

 

  

 

Date:  Registration No:  MRD No:  

Time:  Patient Name :    

Age:  Sex:  Contact:  

Address :  

Profession:  

Date of Admission:  Time of Admission:  

D/O Discharge:  BP: ………………………………...…..mm of Hg 

Height: ……………………..cm Weight: ……………………...…..………..Kg 

BMI: ……………………………………….kg/𝑚2 HR:  …………...…/min 

 

Diagnosis 1  

Diagnosis 2  

Diagnosis 3  

Diagnosis 4  

Diagnosis 5  

Diagnosis 6  

  

 

History Yes/No Duration Remarks 

Family History 

of 

Cardiovascular 

Disease 

   

Smoking    

H/O Tobacco 

Chewing 

   

Hypertension    

Dyslipidemia 

(DLP) 

   

Diabetes 

Mellitus 

(DM) 

   

Physical 

Inactivity 

   

Psychological    

Risk Factors 

Data Collection Sheet 
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Stress 

H/O Stroke    

 

 

PAST 

HISTORY:  

 

  

Presentation Yes/No Duration Remarks 

Chest Pain    

Dyspnea    

Palpitation    

Syncope    

Nausea    

Sweating    

Vomiting    

    

    

  

Investigations Value  Value 

Hb %  Troponin I  

Sr. Creatinine  EF  

RBS                                                     

moml/L 

Triglyceride  

Total 

Cholesterol 

 LDL  

HDL  ECG  

SPO2    

 

Others: 

 

TIMI Score 

STEMI NSTEMI Remarks 

  

Coronary Angiogram 

(CAG) 

  

Percutaneous Coronary 

Angioplasty (PTCA) 

  

 

Outcome: …………………………………………………………………………………………………………………………… 

 

CAG CABG Heart Attack Psychological 

Disorder 

    

For Technical Use: 
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Table A1: Collected Demographic Features (Part 1) 

Feature Names Subcategories Data Distribution 

Mean ± Standard 

Deviation 

Age Minimum:15 

Maximum:100 

57.206 ± 13.121 

Sex Male 381 

Female 125 

Profession Business 365 

Housewife 53 

Salesman 1 

Farmer 10 

Retired 2 

Unemployed 5 

Lawyer 2 

Teacher 9 

Docwriter 1 

shopkeeper 4 

Private 2 

Banker 6 

Govt 3 

Police 4 

Student 2 

 Labour 1 

Doctor 3 

 Carpainter 2 

Pharmacist 1 

Advocate 3 

Professor 2 

Officer 1 

Engineer 2 

Service 2 

Driver 1 

height Minimum: 136 

Maximum:190 

162.753 ± 4.821 

weight Minimum: 45 

Maximum:115 

 

66.204 ± 5.72 

BMI Minimum: 16.598 

Maximum:37.949 

24.961 ± 1.932 
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Table A2: Collected Diagnostic Features (Part 2) 

Feature Names Data Distribution 

Mean ± Standard Deviation 

Heart Rate (HR) 82.855 ± 26.015 

Systolic Blood Pressure (bpsystolic) 130.7 ± 27.754 

Diastolic Blood Pressure (bpdiastolic) 83.442 ± 14.818 

Hemoglobin 12.27 ± 2.022 

Creatinine 1.718 ± 1.651 

Random Blood Sugar (RBS) 9.69 ± 7.306 

Total cholesterol 167.429 ± 5.431 

High Density Lipoprotein (HDL) 36.263 ± 1.025 

Troponin 3.059 ± 4.171 

Ejection Fraction (EF) 49.709 ± 12.278 

Triglycerides 133.557 ± 6.103 

Low Density Lipoprotein (LDL) 94.757 ± 3.547 

 

 

Table A3: Collected Patient’s History Features (Part 3) 

Feature Names Data Distribution 

Mean ± Standard Deviation 

Smoking duration 

(in days) 

6647.909 ± 1505.21 

Smoking per day 16.542 ± 1.747 

Tobacco duration 

(in days) 

4912.742 ± 672.846 

Hypertension (HTN) duration 

(in days) 

2493.291 ± 1260.221 

Dyslipoproteinemia (DLP) duration 

(in days) 

1490.417 ± 136.78 

Diabetes Mellitus (DM) duration 

(in days) 

3358.152 ± 1270.055 

Dyspnea duration 

(in days) 

85.228 ± 156.522 

Palpitation duration 35.143 ± 9.846 

Syncope duration 

 

2 ± 0.063 

Chest pain duration 

 

730.462 ± 142.925 
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Table A.4: Collected Symptoms Table (Part 4) 

Feature Names Subcategories Data Distribution 

Acute Coronary Syndromes 

(ACS) 

yes 353 

No 153 

Inferior Wall ST Segment 

Elevation Myocardial 

Infarction (IWMI) 

yes 21 

No 485 

Stable Angina yes 22 

No 484 

Unstable Angina yes 61 

No 445 

Non-ST-Elevation Myocardial 

Infarction (Non-STEMI) 

yes 70 

No 436 

Acute Myocardial Infarction 

(AMI) 

yes 46 

No 460 

Peripheral Artery Disease 

(PAD) 

yes 1 

No 505 

Unrecognized Myocardial 

Infraction (UMI) 

yes 1 

No 505 

Hypertension (HTN) yes 352 

No 154 

Acute Left Ventricular Failure 

(ALVF) 

yes 31 

No 475 

Cardiogenic Shock yes 26 

No 480 

Double Vessel Disease (DVD) yes 53 

No 453 

Thrombolysed Stroke yes 21 

No 485 

Treadmill Test (TMT) yes 27 

No 479 

Controlled Substances Act 

(CSA) 

yes 10 

No 496 

Coronary Artery Disease 

CAD) 

yes 56 

No 450 

Single Vessel Disease (SVD) yes 54 

No 452 
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Feature Names Subcategories Data Distribution 

Percutaneous Transluminal 

Coronary Angioplasty (PTCA) 

yes 88 

No 418 

Dyslipoproteinemia yes 66 

No 440 

Complete Heart Block  

(CHB) 

yes 16 

No 490 

Family History yes 152 

No 354 

Dilated Cardiomyopathy 

(DCM) 

yes 5 

No 501 

Smoking yes 173 

No 270 

Ex 63 

Tobacco yes 108 

No 398 

Diabetes Mellitus (DM) yes 222 

No 284 

Severe Mitral Regurgitation 

(SMR) 

yes 1 

No 505 

Physical Activity yes 24 

No 482 

Psychological Stress yes 108 

No 398 

Stroke yes 129 

No 377 

Severe Multiple Sclerosis 

(SMS) 

yes 3 

No 503 

Drug History yes 391 

No 115 

Dyspnea yes 205 

No 301 

Palpitation yes 49 

No 457 

Ischemic Cardiomyopathy 

(ICM) 

yes 6 

No 500 

Syncope 

 

yes 24 

No 482 
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Feature Names Subcategories Data Distribution 

 

Sweating yes 178 

No 328 

Vomiting yes 105 

No 401 

Radiation yes 38 

No 468 

Chest Pain yes 392 

No 114 

Pericardial Effusion (PE) yes 1 

No 505 

Electrocardiogram (ECG) Abnormal 410 

normal 96 

Coronary Artery Graft 

Coronary Angiography (CAG) 

yes 234 

No 272 

Patients Status Expired 38 

discharged 468 

Dissecting Aortic Aneurysm 

(DAA) 

yes 1 

No 505 

Anterior Ischemia yes 1 

No 505 

Chronic kidney disease (CKD) yes 9 

No 497 

Percutaneous Coronary 

Intervention 

(PCI) 

yes 17 

No 489 

Rheumatoid Arthritis (RA) yes 10 

No 496 

Supraventricular Tachycardia 

(SVT) 

yes 2 

No 504 

Idiopathic Dilated 

Cardiomyopathy (IDCM) 

yes 1 

No 505 

Negative Cardiac Failure 

(CCF) 

yes 1 

No 505 

Rheumatoid Heart Disease 

(RHD) 

yes 1 

No 505 

 
 



 

77 

Feature Names Subcategories Data Distribution 

Symptomatic Bradycardia 

(SB) 

yes 3 

No 503 

End Stage Renal Disease 

(ESRD) 

yes 1 

No 505 

Old Myocardial Infarction 

(OMI) 

yes 6 

No 500 

Feline Viral Rhinotracheitis 

(FVR) 

yes 4 

No 502 

Respiratory Tract Infection 

(RTI) 

yes 2 

No 504 

Hemorrhagic Shock yes 1 

No 505 

Aortic Stenosis yes 1 

No 505 

Coronary Artery Bypass Graft 

(CABG) 

yes 15 

No 491 

Survivor Cardiac Arrest 

(SCA) 

yes 3 

No 503 

Valvular Heart Disease 

(VHD) 

yes 1 

No 505 

Right Ventricular Involvement 

(RVI) 

yes 1 

No 505 

Pneumonia yes 1 

No 505 

Atrioventricular block yes 1 

No 505 

Sinus rhythm yes 1 

No 505 

Normal Epicardial Coronary 

Artery 

yes 11 

No 495 

Surviving Cardiac Arrest yes 3 

No 503 

Ventricular Tachycardia yes 1 

No 505 

Hypothyroidism yes 1 

No 505 
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Feature Names Subcategories Data Distribution 

Ventricular Bigeminy yes 1 

No 505 

Vertigo yes 3 

No 503 

Atrial Fibrillation yes 5 

No 501 

Acute Kidney Injury (AKI) yes 10 

No 496 

Right Bundle Branch Block 

(RBBB) 

yes 1 

No 505 

Valvular Cardiomyopathy yes 2 

No 504 

Triple Vessel Disease (TVD) yes 3 

No 503 

Deep Vein Thrombosis (DVT) yes 2 

No 504 

Anterior Wall Myocardial 

Infarction (AWMI) 
 

yes 15 

No 491 

Left Anterior Descending 

(LAD) 

yes 1 

No 505 

Congenital RCA Aorta Fistula yes 1 

No 505 

Congestive Hepatitis yes 2 

No 504 

Renal Artery Stenosis yes 3 

No 503 

Psychosis yes 1 

No 505 

Hypothyroidism yes 1 

No 505 

Normal Coronasies yes 1 

No 505 

Mild Pulmonary Regurgitation 

(PR) 

yes 1 

No 505 

Urosepsis yes 1 

No 505 
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Feature Names Subcategories Data Distribution 

Left Bundle Branch Block 

(LBBB) 

yes 4 

No 502 

Ermanent Pacemakers (PPM) yes 4 

No 502 

Anaemic Heart Failure yes 1 

No 505 

Chronic Obstructive 

Pulmonary Disease  

(COPD) 

yes 3 

No 503 

Electrolyte Imbalance yes 1 

No 505 

Ischemic Hepatitis yes 1 

No 505 

Moderate Multiple Sclerosis yes 1 

No 505 

Metabolic Encephalopathy 

 
 

yes 1 

No 505 

Severe Musculoskeletal Pain yes 1 

No 505 

Vertebral Artery Stenosis yes 1 

No 505 
 

Subacute Intestinal 

Obstruction 

yes 1 

No 505 

Diabetic ketoacidosis (DKA) yes 1 

No 505 

Pulmonary Arterial 

Hypertension Phenylalanine 

Hydroxylase (PAH) 

yes 2 

No 504 

Hypokalemia yes 1 

No 505 

Dyselectrolytemia yes 4 

No 502 

Symptotic Nodal Bradycardia 

with STMP 

yes 1 

No 505 

Asymptotic Nodal 

Bradycardia with STMP 

yes 1 

No 505 
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Feature Names Subcategories Data Distribution 

Marfan Syndrome yes 1 

No 505 
 

Cough Variant Asthma 
 

yes 1 

No 505 

Plain Old Balloon Angioplasty 

(POBA) 

yes 1 

No 505 

Hyponatremia 
 

yes 1 

No 505 

Bronchial Asthma yes 4 

No 502 

Severe Anaemia yes 1 

No 505 

Leptin Replacement Therapy 

(LRT) 

yes 1 

No 505 

Anaemia yes 1 

No 505 

Urinary Tract Infection (UTI) yes 2 

No 504 

Pleural Effusion yes 1 

No 505 

Psoriasis yes 1 

No 505 

Left main stem (LMS) disease yes 1 

No 505 

Hypoxic Ischemic 

Encephalopathy 

yes 1 

No 505 

Renal Impairment yes 3 

No 503 

Hepatitis B Surface Antigen 

(HBsAG) 

yes 2 

No 504 

Cardiovascular Disease 

(CVD) 

yes 2 

No 504 

Benign Enlargement of 

Prostate (BEP) 

yes 2 

No 504 

Dyslipidemia yes 1 

No 505 
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Sample Scanned Copy of the Datasheet 
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Agreement Copy 
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Table A5: Dataset with Mostly Significant Features (Partial) 
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