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Abstract

Being the best creation of almighty Allah, human beings have the ability to analyse a visual

scenario. They not only see an image, but can judge the importance of different parts of a

visual area. They can easily differentiate a running car from its background, can tell the color

of different objects in an image and can focus attention to some important parts of a visible

scene. The value of this visual power of human is easily understood if one thinks about these.

Achieving this wonderful human quality using machine is one of the most precious goals of

today’s scientific researches. With the continuous advancement of imaging technologies,

more and more visual data are being collected all over the world. But, a major portion of

these data are left unprocessed. Image processing is used to process these types of visual

data. For all image processing techniques, the initial goal is to find some target region for

extracting information from the image. Saliency detection is the technique of computation-

ally finding important regions of an image. It is usually done using the contrast information

present in an image. Seam map is the combination of cumulative summation of energy val-

ues from different directions. In this thesis, a combined method is proposed which uses

seam importance map along with boundary aware color importance map. Color importance

map is the weighted average of different color channels of Lab color space. Some inter-

mediate combinations which are closer to the proposed optimized version but differ in the

optimization technique are also presented in this thesis. Several standard benchmark datasets

including the famous MSRA 10k and ECSSD datasets are used to evaluate performance of

the suggested method. The proposed saliency model has been compared with several state of

the art methods for each dataset. The qualitative and quantitative results from those compar-

isons make things easier to understand. Besides that, comparison with those state of the art

techniques and precision recall curves and F-beta values found from the experiments on sev-

eral datasets prove the superiority of the proposed method. This robust saliency model can

improve almost all types of vision related applications including object detection, robotics,

medical image analysis, content aware image resizing etc. In this research, the proposed

architecture of saliency detection technique has been applied into a simple implementation

of pedestrian detection. Its application has significantly improved the result of pedestrian

detection in terms of performance and accuracy.
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Chapter I

Introduction

1.1 Background

From the beginning, humans are gifted with the ability to judge the importance of visual

scenario. They can focus attention on selected parts of a view area. Finding those salient

image regions computationally is a desirable goal, since it allows efficient allocation of com-

putational resources in many image analysis and synthesis techniques.

Saliency is usually detected by variations in image properties like gradient, color, edges and

boundaries. It originates from visual uniqueness, unpredictability, rarity or surprise. Based

on how people perceive and process visual stimuli, it is investigated by multiple disciplines

including neurobiology [1] [2] [3] [4], cognitive psychology [5] [6] [7] and computer vi-

sion [8] [9] [10]. According to theories of human attention, the human vision system only

processes parts of an image in detail, leaving others nearly unprocessed.

Two stages of visual saliency are proposed by early saliency detection studies [11], [12], [12]

- one is fast, pre-attentive, bottom-up, data driven saliency extraction and another is slower,

task dependent, top-down, goal driven saliency extraction. This study follows those two

stages by extracting the saliency using high level cues and then by combining them using

the goal based optimization technique. It results in a successful efficient method for saliency

detection.

In saliency detection researches, most of the methods rely on different priors about objects

and their background properties. Contrast and background priors are the most widely used

cues among those. Contrast prior suggests that the appearance contrast between objects and

their surrounding regions are high. This presumption is used almost everywhere [13], [14],

[15], [16], [17], [18], [19].

Another prominent cue is boundary prior which assumes that regions at the boundary are

mostly backgrounds [17]. Many recent papers [20], [21], [13], [17], [22], [14] proves its
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effectiveness. Ahsan et. al. has used contrast map and spatial distance information of salient

regions along with this distinctive cue in [13] to produce state of the art result.

Seam map is an interesting cue which is used to extract the salient region from its back-

grounds. It is an optimal 8-connected path of pixels in an input image. Optimality in a seam

map is defined by an energy function from top to bottom, left to right, bottom to top and

right to left. Seam carving is used in [23] for content aware image resizing. The authors also

have suggested that seam map can be used for image enhancement tasks. The work in [24]

has successfully proved that seam map can be used to detect salient regions more accurately

by foreground enhancement and background exclusion. In this study, these ideas are applied

into [13] to examine the effect of seam map on it. Examination of the combination of seam

map and BARC shows promising performance. Moreover, the region based seam importance

map produces better detection results in terms of time and performance.

Color-map is another interesting prior which improves saliency detection performance. It is

the weighted average of different color channels of an image. Joy and Hossan has presented

boundary and color importance map to detect salient region from a digital image [25]. In this

study, boundary aware weighted color-map is used in combination with weighted seam-map

to produce the final saliency map.

1.2 Motivation

Saliency detection is a prominent field of research in the present world. It is the quality of

an image region to capture human attention which makes an object or group of pixels stand

out from the neighbourhood. The main target of these type of researches is to extract the

salient region of a digital image. Contrast and boundary priors are used preferably to extract

salient regions of an input image. It can enhance the performance of various computer vision

applications including content aware image resizing [26] (Fig. 1.1(a)), image cropping [27]

(Fig. 1.1(b)), object segmentation [28] (Fig. 1.1(c)), object detection [29] (Fig. 1.1(d)) etc.

Very few researchers have tried this interesting methodology in application level. So, it is

expected to find state of the art result by exploiting seam map with boundary prior in visual

saliency detection. Moreover, applying this technique to some application level also presents

some interesting output.
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(a) (b)

(c) (d)

Figure 1.1: Possible applications of saliency detection.

1.3 Problem Statement

Computer vision techniques are usually complex and time consuming, since every pixel of

the input image needs to be processed through them. Saliency detection is the technique

of finding the salient or important region in an image. So, researches in this field have

become popular to reduce this type of computational complexities and shrink the search area

of an input image in various vision related applications including object detection, action

recognition, image segmentation, video surveillance, medical data processing, robotics, car

vision and many more.

Color contrast present between the salient region and the background is a popular and suc-

cessful cue in saliency detection solutions. But, this cue is challenged when the salient region

has less color dissimilarity with the background. It also fails to highlight some part of the

salient region when part of the salient region shares similar properties of some background

pixels.

Boundary prior which assumes that the boundary regions are mostly backgrounds is another

prominent cue in saliency studies. But, this also fails when the salient regions are closer to
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(a) (b)

Figure 1.2: Objective of saliency detection technique.

the border or salient regions are part of the boundary regions.

There are saliency measurement methods which combines two or more high level cues that

may improve detection results. But, most of them are not target oriented. The target is to

match the result with the ground truth image which is a binary image that clearly separates

foreground from background. It is shown in this study that better integration of multiple cues

is possible by using some optimization technique.

In those complex conditions, relying only on contrast and boundary priors may not produce

good result. So, a new method is proposed which does not rely only on contrast based

dissimilarity but combines some other high level cues like seam and color priors. This novel

method offers better detection and efficiency in terms of quantitative and qualitative analysis.

Experimental results with popular standard datasets and comparison with some state of the

art techniques proves the superiority of the proposed system.

1.4 Aims and Objectives

The main objective of this research is to devise a novel idea that can detect salient region

efficiently as seen in Fig. 1.2 from digital scenery using computer vision technique. Starting

from an input image like in Fig. 1.2(a), the target is to find the salient region shown in Fig.

1.2(b). It is useful in the preprocessing stage of automatic car vision, robotics, image analy-

sis, traffic control, video surveillance and other related fields. The previous researches have

shown outstanding performance in the field, but there exists space for improvements. The

aims and specific objectives of this thesis which are discussed in the forthcoming chapters

are to –
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• Propose a new combination of low level saliency cues.

• Combine seam importance map with the contrast map of [13].

• Examine the effects of boundary and color map on the new model.

• Optimize the combination using the optimization procedure presented in [30].

• Show application of the proposed saliency detection model to detect salient objects

more efficiently.

• Use multiple standard datasets to evaluate the method.

• Compare the results with other state of the art techniques.

• Explore the effectiveness of the proposed saliency model by implementing in a simple

pedestrian detection application.

1.5 Organization of this Thesis

The thesis has been divided into five chapters.

Chapter-I contains introduction followed by the aims and objectives of the present work, mo-

tivation for choosing this research work, application of saliency detection and organization

of the thesis.

Important previous works on this research topic and their historical backgrounds has been

discussed in chapter-II.

The proposed method is discussed in details in Chapter-III. The superpixel generation proce-

dure, seam importance map, border contrast map, color importance map and the optimization

technique are described in details.

In Chapter IV, the detailed results regarding the proposed method are compared with different

state of the art methods and discussed.

And Chapter V contains conclusion, achievement of works and further suggestion of this

work.

Finally, a complete list of references has been given towards the end of the chapters.
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Chapter II

Literature Review

2.1 Introduction

There is usually a visible contrast between the salient object and its background. So, many

researchers mostly relied on contrast prior. Moreover, boundary prior offered promising

results in most of the cases. In this chapter, different approaches of previous researches,

their advantages and shortcomings are briefly discussed.

2.2 Basic Terms

Prior

It is “prior information” available in a set of images that can be used in image analysis prob-

lems to enhance results, ease the choice of processing parameters, resolve indeterminacies

etc. For instance, it may be known before applying any procedure that the image is noisy,

should contain only four colors or that pixels follow a specific distribution. These priors or

their approximations can be put into math form and can be merged into the processing (fil-

tering, deconvolution, segmentation) and reduce the set of feasible solutions. In this study,

different priors are chosen like - contrast prior, boundary prior, seam importance map, color

importance map etc. These are also called cues throughout this thesis.

The “prior” may have different meanings based on its use in the literature. For example, the

“prior” is a measure over a set of classifiers in “prediction bounds & online learning” that

expresses the degree to which it is hoped that the classifier will predict well.

Contrast Prior

“Contrast Prior” is the mostly used prior in saliency detection methods. It assumes that

the appearance contrast between the objects and their surroundings are high. It is a very

successful cue in saliency detection methods and combination of other cues can result in

better saliency map. In this study, this prior is mainly used for smoothing the final output in

optimization phase. The detailed process is discussed in section 3.4.
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To compute the contrast prior, for a region ri, the color intensity dissimilarity from ri to

another region r j is calculated as in eq. 2.1. When the intensity difference of two regions

ri and r j is too large, the Euclidean color distance d2
c becomes large. So, the exponential

distribution of eq. 2.1 is closer to 1. On the other hand, when the difference is too small,

value of d2
c reaches to 0 and the output is closer to 0. Similarly, this exponential function

outputs value in the range [0,1] for all regions. This constitutes the color distribution matrix.

Since, object usually covers relatively smaller region than the background. So, the contrast

map is found by averaging the color distributions of each region to all other regions using

eq. 2.2. Because of another common assumption - most of the image pixels constitutes the

background, it highlights the foreground of the image.

Figure 2.1: Example of contrast map generation process.

Figure 2.2: Example color distribution matrix and average calculation.
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Figure 2.3: Example binary output for the input image of Fig. 2.1.

A 64 regions superpixel image is considered for example as in Fig. 2.1. There is the salient

region in the middle with 16 regions. As seen in Fig. 2.1, value of ρ(ri,r j) ≈ 1 for similar

region and ρ(ri,r j) ≈ 0 in contrast regions. For this simple example, the color distribution

matrix and the average calculation are shown in Fig 2.2. So, as per the calculation in Fig. 2.2,

foreground regions would have value that approximately equals to 0.75 and the background

will have value approximately equals to 0.25. After applying normalization those values

equal to 1 and 0 respectively. Thus, a binary image clearly separating the foreground and

background of the example image is found as shown in Fig. 2.3.

ρ(ri,r j) = 1− exp
(
−d2

c (ri,r j)

σ2

)
dc(ri,r j) =

√
(ci− c j)2

ci,c j = Mean color vector of ri,r j

σ = constant to control strength

(2.1)

SG(ri) =
1
N

N

∑
k=1

ρ(ri,r j)

N = Number of regions

(2.2)
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(a) (b)

Figure 2.4: Examples of simple and complex border regions.

Boundary Prior

Boundary Prior is another famous and effective prior used in various saliency related ap-

plications. It assumes that the boundary regions are mostly backgrounds. It works on the

idea of contrast prior. Instead of measuring color distance of all superpixel regions, it only

considers measuring the dissimilarity with the border regions. Since, it assumes border re-

gions to be part of the background. Although, it is very effective in practical application,

it has some drawbacks i.e., treating all image boundary as backgrounds and lack of ability

to work independently without being combined with another saliency measure. In addition

to that, if some part of the object is touching the boundary, it will fail to detect the salient

region. In this thesis, an intelligent way is used by choosing only the first 30% of the sorted

values to reduce this problem. Moreover, it is combined with other low level saliency cues

to minimize this behaviour.

This can be easily understood by examining the simple examples and their surroundings in

Fig. 2.4. In that figure, the backgrounds of both 2.4(a) and 2.4(b) have similar colors

like the border regions. Although, 2.4(a) is simple and have a background similar to the

border regions and 2.4(b)’s boundary regions have several color intensities but all of them

constructs the boundary and significantly differ from the salient object or region.

Seam Importance Map

Seam is an optimal 8-connected path of pixels. It is the cumulative sum of minimum energy

values from all four directions of an image namely top to bottom, left to right, bottom to

top and right to left. It is first introduced by Avidan et al. [23] for content-aware image

retargeting. The main target of their proposed method is preserving important content by
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(a) (b)

Figure 2.5: Energy map of of an example 8x8 simple input image.

minimizing the distortion during the retargeting process. In this method, seam carving it-

eratively reduces the input image size by removing seams with least horizontal or vertical

energy according to an energy map to obtain the target image size. Gradient information and

dynamic programming are used to compute the optimal seams. In this study, the seam from

all direction of an input image is calculated and combined in a way to enumerate the salient

region. The energy function is defined by Sobel operator to get the gradient image which

minimizes the cost. The procedure has been discussed in details in section 3.3.

Energy Image,e(I) =
∣∣∣∣ δ

δx
I
∣∣∣∣+ ∣∣∣∣ δ

δy
I
∣∣∣∣ (2.3)

MT (x,y) =


e(x,y); if y = 0

e(x,y)+min[MT (x−1,y−1),

MT (x− y,y),MT (x−1,y+1)]; otherwise

(2.4)

Impseam(x,y) = min[ML(x,y),MT (x,y),MR(x,y),MB(x,y)] (2.5)
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Figure 2.6: Example of top seam calculation (Best viewed in color).

Let us consider a simple 8×8 input image of Fig. 2.5(a) for understanding seam map gen-

eration procedure. Each small square box represents a pixel in that simple input image. Fig.

2.5(b) shows the energy map of this input image found using eq. 2.3 where the yellowish

border represents the edge of the blue salient square object of Fig. 2.5(a). Fig. 2.6 shows

pictorial representation of top seam calculation of some pixels according to eq. 2.4 for un-

derstanding the procedure. After completion of top seam calculation, the resulting output

would look like Fig. 2.7(a). Similarly, left seam of Fig. 2.7(b), bottom seam of 2.7(c) and

right seam of 2.7(d) are computed. Finally, the combined seam map of Fig. 2.7(e) is found

by eq. 2.5.

Color Importance Map

Commonly, object and background contain different colors in a digital image. So, this is

an important prior in case of saliency detection. In this study, it is shown that this color

information can be used in a very simple way by calculating some weighted average of

different color channels of Lab color space and combining them in an intelligent way. The

resulting color map has significant effect in the final saliency output.

In the simple example image of Fig. 2.8 the butterfly is the only salient object in its bluish

background. If the average intensity of the color channels of this simple image is considered

with respect to the global space, it will be much greater than the average intensities of the

salient butterfly. This prior information can be used intelligently as an important cue for

saliency detection which is discussed elaborately in section 3.5.
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(a) (b)

(c) (d)

(e)

Figure 2.7: Example seam map from four directions and their combi-
nation.

Superpixel

In recent years, superpixels are becoming useful in many Computer Vision and Image pro-

cessing applications like Image Segmentation, Object Detection and Tracking, Semantic La-

belling etc. It is a group of pixels that share common characteristics i.e., pixel intensity,

color, pattern, grey levels etc.
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Figure 2.8: Simple example to understand color importance map.

In other words, it is finding groups of pixels that are most similar to each other and labelling

those as being of the same type. It facilitates working with image regions instead of working

with every pixel in an image and thus significantly reduces computational time and complex-

ities.

Xiaofeng Ren and Jitendra Malik [31] introduced the concept of superpixel in 2003. They

used superpixels instead of pixels to do image segmentation. They mainly proposed a novel

approach of image segmentation by dividing an image into hundreds of non-overlapping

superpixels. They have perceptual meaning because pixels belonging to a given superpixel

share similar visual properties which carry more information than pixels. They produce a

compact and convenient form of images that can significantly enhance the performance of

computationally demanding problems.

There are two major advantages for using superpixels.

• More meaningful features can be computed on regions.

• Input entities can be reduced for many algorithms.

Superpixel segmentation have been successfully used in many computer vision technologies

including image classification, semantic segmentation, visual tracking and so on.

SLIC Algorithm

SLIC algorithm [32] is used in this study to generate superpixelized version of the input

image. It calculates superpixels by selecting pixels based on common characteristics i.e.,

pixel intensity, color, pattern, grey levels etc. in the image plane. It takes an approximate

number of equally-sized superpixels, K as input. So, the approximate size of each superpixel
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is therefore N/K pixels for an image with N pixels. So, there would be a superpixel center

at every grid interval S =
√

N/K for roughly equally sized superpixels. Based on the value

of K superpixel size will differ for an input image as shown in Fig. 2.9.

The algorithm is performed in the five-dimensional labxy space, where Lab is the pixel

color vector in CIELAB color space and xy is the pixel position. The spatial distances are

normalized in order to use the Euclidean distance in this 5D space. It is done this way

because the spatial distance in the xy plane depends on the image size and the maximum

possible distance is limited between two colors in the CIELAB color space. Therefore,

In order to separate pixels in this 5D space, a new distance measure was introduced that

considers superpixel size. It is described below.

Distance Measure: At the beginning of the algorithm, K superpixel cluster centers are con-

sidered as Ck = [lk,ak,bk,xk,yk] with k = [1,K] at regular grid intervals S. Since, the approxi-

mate area of any super-pixel is approximately S2, it is safely assumed that pixels that are part

of this cluster center lie within a 2S×2S area on the xy plane around the superpixel center.

The normalized distance measure Ds to be used in the 5D space is defined as :

dlab =
√
(lk− li)2 +(ak−ai)2 +(bk−bi)2

dxy =
√

(xk− xi)2 +(yk− yi)2

Ds = dlab +
m
S

dxy

(2.6)

Ds is the sum of the lab distance dlab and the xy plane distance dxy which is normalized by

grid interval S. Here, m is introduced as a variable in Ds which controls the compactness of

a superpixel. Greater value of m produces more compact cluster. The variable m can be in

the range [1,20].

The Algorithm: This algorithm begins by sampling K regularly spaced cluster centers.

It moves them to seed locations corresponding to the lowest gradient position in a 3× 3

neighborhood. The chances of choosing a noisy pixel and placing them at an edge is reduced

by doing that. Image gradients are computed by using eq. 2.7.
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Figure 2.9: Superpixel generation examples from [33] with (approxi-
mate) size 64, 256 and 1024 pixels.

G(x,y) = ‖I(x+1,y)− I(x−1,y)‖2 +‖I(x,y+1)− I(x,y−1)‖2 (2.7)

Algorithm 1: SLIC Superpixel generation algorithm.

Initialize cluster centers Ck = [lk,ak,bk,xk,yk] with k = [1,K] at regular grid intervals S;

Perturb cluster centers in an n×n neighborhood, to the lowest gradient position;

repeat

for each cluster center Ck do
Assign the best matching pixels from 2S×2S square neighborhood around the

cluster center according to the distance measure

end

Compute new cluster centers and residual error E L1 distance between previous

centers and recomputed centers

until E ≤ threshold;

Enforce connectivity.

Here, I(x,y) is the lab vector corresponding to the pixel at position (x,y), and ‖.‖ is the L2

norm. This considers both color and intensity information.

Each pixel is associated with the nearest cluster center whose search area overlaps the corre-

sponding pixel in this image. After all the pixels are associated with the nearest center, the
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average labxy vector of all the pixels belonging to the cluster is computed as a new center.

The process is repeated until convergence by associating pixels with the nearest cluster cen-

ter and recomputing the cluster center. A few stray labels having the same label but not

connected to it may remain at the end of this process in the vicinity of a larger segment.

Connectivity can be enforced in the last step of the algorithm by relabelling disjoint seg-

ments with the labels of the largest neighbouring cluster.

Lab Color Space

The Lab color space was first defined by International Commission on Illumination (CIE)

in 1976. L channel is used for the lightness from black (0) to white (100), a channel is from

green (−) to red (+), and b channel is from blue (−) to yellow (+). It was designed to

match the amount of numerical change in these values to visually perceived difference.

The Lab model is device independent with respect to a given white point. It defines colors

independently of how they are created or displayed. It is designed to approximate human

vision which is not the case of RGB and CMYK color models. RGB or CMYK spaces mod-

els the output of physical devices rather than human visual perception. Lab model aspires to

perceptual uniformity as its L component closely matches human perception of lightness. It

can be used to make accurate color balance corrections by modifying output curves in the a

and b components, or by adjusting the lightness contrast using the L component.

Lab model is copyright and licence-free and fully mathematically defined. It is freely usable

and integrable in any application and experiments. Because of the mentioned advantages,

Lab color space is used in this research for different calculations.

2.3 Related Works

2.3.1 Contrast Based Approaches

A common belief is that human cortical cells preferentially respond to high contrast stimulus

in their receptive fields [34]. According to the observations of [35] a global contrast based

method is preferred over local contrast based methods. Because, global contrast method

separates a large-scale object from its surroundings and the local contrast method only pro-

duces high saliency values at or near object edges. It also suggests that global considerations
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can uniformly highlight entire objects by enabling assignment of comparable saliency val-

ues to similar image regions. Moreover, contrasts to distant regions are less significant and

saliency of a region depends mainly on its contrast to the nearby regions. So, they proposed

a histogram-based contrast method (HC) to produce full resolution saliency maps.

In [35], a regional contrast based saliency extraction method is presented. They show that,

there are local and global contrast based saliency detection methods. Local contrast based

methods generally detects higher saliency values near object edges and fails to highlight the

entire salient region. On the other hand, they criticized some global contrast based methods

for being insufficient to analyse common variations in natural images. Inspired from bio-

logical vision they propose a region based contrast method and a histogram-based contrast

method including spatial information for saliency detection.

The main weakness of this approach becomes visible if a region has similar color pixel or

superpixel like any background superpixel within it or if the salient region’s color is closer to

the background color. For instance, if some middle superpixel of the example image contains

the same white color like the background, this method detects it as background. It will also

fail if the salient region covers up more pixels than the number of background pixels in an

input image.

2.3.2 Boundary Prior Based Methods

Early saliency based researches emphasized on center prior which assumes that the salient

regions are usually at the center of an image. Those methods usually biased the center of the

image with higher saliency values. It was not always true and there can be more examples

where the saliency is not at the center of an image. So, it was a fragile assumption and

researchers are no more interested in that cue.

On the other hand, boundary prior is an opposite assumption to center prior. Unlike its coun-

terpart, it works better for objects which are not strictly at the center of an image and resulted

in better detection in many researches. Although, this assumption has some drawbacks too.

As it does not consider the condition where an object contains some of the boundary parts.

In [17] the shortest-path distance from an image region to its boundary is used as a cue for

saliency detection. It shows that the boundary pixels can easily be connected to the images
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background instead of the foreground. It also results in incorrect detection if an object is

touching the boundary region.

Ahsan et al. [13] has used contrast based spatial features along with boundary prior to

generate their state of the art saliency detection result. They measured region based color

dissimilarity of a superpixelized image found by applying SLIC algorithm on an input image

and suppressed the background using boundary prior as a cue to it. They also combined the

contrast based output with boundary based output and fine-tuned the combined saliency map

using Gestalt thresholding technique to generate the final saliency output.

Zhu et al. [30] have taken into consideration the problem of boundary prior and introduced

weighted boundary connectivity to successfully solve such types of problem and presented a

better boundary prior based implementation. They also have proposed a robust optimization

technique to combine multiple saliency cues to achieve cleaner saliency maps. In this study,

their optimization technology is adapted to efficiently combine the proposed saliency cues.

The result is discussed in the upcoming chapters.

2.3.3 Use of Seam Importance Map

Seam is an optimal 8-connected path of pixels in an image. It is introduced by Avidan et al.

in [23] for content aware image resizing and suggested for image enhancement too. Yijun

et al. has successfully used seam information in their saliency detection technique [24].

For every pixel, they choose the minimum of its corresponding four seam cost as the final

saliency. They mentioned the problem of seam map approach is- pixels faraway from the top

boundary gets high seam cost values, since the long distance causes the cumulative effect

and sometimes the 8-connected path unavoidably travels across some strong gradient point.

They also gave the solution to this problem by exploiting the minimum of four cost values.

They avoided selecting the direct multiplication of four maps which causes over-suppression

of the salient object. This approach is robust to the image where the salient object is cropped

on the boundary, which violates the boundary prior. This way, the problem of boundary prior

can be solved by using seam importance map as a cue for saliency detection.

Seam map is also used along with other high level cues like contrast prior and boundary prior

in [21] and [20] to successfully detect salient region. In this study, those combinations are
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further exploited and used in the excellent target oriented optimization technique to produce

the final saliency detector.

2.3.4 Application of Color Importance Map

Joy and Hossan [25] has presented a color map based saliency detection technique. It is the

weighted average of different color channels. They combined border map to produce the

final saliency output. This color map is used successfully in [20] to generate state of the art

result. They merged the color importance cue with boundary prior to produce their saliency

detection technique.

It is also used in [20] along with seam and boundary prior with Gestalt thresholding based op-

timization technique to produce state of the art result. In this study, those cues are combined

and further optimized using cost based optimization procedure to generate better performing

saliency detection technique.

2.3.5 Other Approaches

Achanta et al. [33] has proposed a saliency detection approach based on maximum symmet-

ric surround. They used the low level features of luminance and color. They narrow down

the search area for symmetric surround as they approach to the borders. The disadvantage of

their method is that if the salient region touches the border or is cut by the border, it cannot

detect it and is treated as the background.

Li et al. [36] proposed saliency detection based on reconstruction errors. They used su-

perpixel based regional model and computed dense and sparse reconstruction errors. They

applied Bayes formula to integrate saliency cues based on dense sparse reconstruction er-

rors. The work in [37] considers salient objects as sparse noises and detects salient region by

solving a low rank matrix recovery problem. Yang et al. [38] ranks the similarity of image

patches via graph-based manifold ranking. Jiang et al. [39] treats salient region selection as

a facility location problem and solves it by maximizing sub-modular objective function.

All these models are hand-crafted saliency methods. They are efficient and effective, but

cannot handle complex scenarios. In recent years, learning based methods have received

more attention from the community which can automatically learn to detect saliency by
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training detectors (e.g., deep networks [40] [41] [42] [43], convolutional network [44] [45],

random forests [46] [47] etc.) on image data with annotations. In those learning based

detectors, deep network based saliency models have shown very competitive performance.

These methods adapt viewpoints and optimization techniques from other problems for saliency

estimation. Unlike all the aforementioned methods, the proposed optimization directly inte-

grates low level cues in an intuitive and effective manner.

2.4 Discussion

In the previous sections it is seen that there are biologically inspired methods and com-

putationally optimized methods, local and global contrast based methods. There are also

combination of biological and computational models. Harel et al. [48] extracted feature map

using Itti’s [8] biology based method and used graph based approach to normalize the out-

put. Some of the methods computes entire feature map or some combines multiple maps to

produce the final saliency output.

Many methods including [21], [49], [50], [51], [18] have combined multiple saliency maps

to produce better optimized version successfully. Some of them may became complex and

their implementation and performance in real world situations are still to be tested. In [14],

saliency detection problem has been solved using graph based manifold ranking. In [52], a

color and spatial contrast based saliency model is presented which uses neoteric background

prior by selecting four corners of an image as background. The method was inspired by

reverse-management methods and it also applied energy function to further optimize fore-

ground and background.

The main challenges of saliency detection problem are low color dissimilarity of objects

with its surrounding regions, size and position of a salient region in an image, computational

complexity and usability of the method in real life applications.
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Chapter III

Methodology

3.1 Introduction

In the previous chapter it is shown that there are different approaches of saliency detection

- some use pixel based computation technique, other use region based approach; some may

emphasize on local features, other may highlight some global characteristics. A combination

of those approaches along with seam and color cues are proposed in this study with a target

of highlighting the salient portion using better optimization procedure. Structure of the pro-

posed method is shown in the flowchart of Fig. 3.1. The raw input image is transformed into

superpixel image. Seam and color importance maps are generated from this superpixelized

image. These two saliency maps are then combined and optimized using a suitable optimiza-

tion procedure to generate the final saliency map. There are more internal steps seen in the

flow chart. In this chapter the components of this flowchart are discussed in details.

Figure 3.1: Flow chart of the proposed method.
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(a) input (b) SLIC Boundary (c) Superpixelized

Figure 3.2: From input image to superpixel image.

3.2 Superpixel Image

At first, the input image is converted into superpixels using SLIC method [32]. It groups

similar pixels together using some clustering method around randomly chosen pixel centers.

Each region contains the averaged pixel intensity value in that region. It is done to speed up

the calculation procedure. Since, working in pixel level will require more time to complete

the calculation, it assigns a region ID to each pixel and computation can be continued using

those regions only. By doing that the calculation becomes faster and quality is not much

considered. It can be converted into the full size image anytime. Our main goal is to detect

the salient region only. So, the pixel level perfection is not necessary. Fig. 3.2 depicts how

an input image is transformed into its superpixel form where 3.2(a) is the input image, 3.2(b)

resembles the superpixel boundaries and 3.2(c) shows the processed superpixel image..

3.3 Seam Importance Map

Seam map is calculated from the energy image of an input image. Unlike [23] which com-

puted a seam for the whole image, we follow [24] to get the seam for each pixel of the

superpixelized image. The superpixelized input image is taken as the input to the final seam

map generation process following [20]. It produces better result as compared to [21] which

uses the raw input image in the seam map generation procedure. The reason for this en-

hancement is probably the smoothness and stronger edges of the superpixelized image. The

computation process is as follows: to compute the seam in the direction of top to bottom,

each pixel follows eq. 2.4. The minimum cumulative sum of energy values of its previous

row’s 8-connected neighbours are summed up with the current pixel’s energy value accord-

ing to eq. 2.4 to calculate the current pixel’s seam value. Other seam maps are generated in

a similar fashion. Since, the background pixels take lower values in any of the four maps as
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(a) Energy Image (b) Left Seam (c) Right Seam

(d) Top Seam (e) Bottom Seam (f) Combined Seam

Figure 3.3: Different stages of seam map generation method.

seen in Fig. 3.3, the minimum seam value at each pixel is taken in eq. 2.5 which suppresses

the background well. In Fig. 3.3 Figure 3.3(b), 3.3(c), 3.3(d), 3.3(e) are generated from the

energy image 3.3(a) and 3.3(f) is generated by combining Figs. 3.3(b), 3.3(c), 3.3(d), 3.3(e)

using eq. 2.5. This way the combined map is found by selecting the minimum of four values

for each pixel by eq. 2.5. It removes the disadvantage of boundary prior and successfully

enumerates the salient object even if it cuts the boundary of an image. The region level seam

map is found by averaging seam values in each region as seen in eq. 3.1. The final seam map

is generated by further down-weighting distant regions using average spatial distance as in

eq. 3.2. Pictorial representation of the seam map generation process is visually presented in

Fig 3.3.

Impseam(ri) =
1
|ri| ∑
∀Icst(x,y)=i

Impseam(x,y),where

|ri|= Number of pixels in region ri

(3.1)

Sseam,s(ri) =
Impseam(ri)

d2
s (ri)

ds = Euclidian region distance
(3.2)
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(a) (b)

Figure 3.4: Border contrast map of the input image.

3.4 Border Contrast Map

Boundary prior is a very successful cue in case of saliency detection. Many researchers have

found this cue useful in generating state of the art results. Its main assumption is boundary

regions are mostly backgrounds. To get advantage of this simple but significant characteristic

of a digital image, every region is compared with the border regions to find the dissimilarity

of that region with its boundary.

In eq. 3.3 these contrast dissimilarities are computed and the border contrast map is found

by averaging the dissimilarities of each region with all boundary regions using eq. 3.4. The

idea of boundary prior is extracted from the contrast map prior. Eq. 3.3 and 3.4 explains the

required changes of eq. 2.1 and 2.2 to produce the border contrast map.

Fig. 3.4(b) shows the border map of input image 3.4(a) which is computed from its su-

perpixel image by considering the dissimilarities with its border regions using eq. 3.3 and

3.4.

ρ(ri,b j) = 1− exp
(
−d2

c (ri,b j)

σ2

)
dc = Euclidian color distance

σ = constant to control strength

b j = jth region of total M border regions

(3.3)
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(a) L channel (b) a channel (c) b channel

(d) diff. L (e) diff. a (f) diff. b

(g) Gmap (h) Nmap (i) Impclr

Figure 3.5: Different stages of color map generation method.

SB(ri) =
1

αM

αM

∑
k=1

Bi(k)

Bi(k) = ρ(ri,b j),Dissimilarity vector for ri

α = constant 0 < α < 1

(3.4)

3.5 Color Importance Map

A color map consists of the weighted average of different color channels of CIE Lab color

space. In a digital image most of the image pixels are backgrounds. So, the main idea of

color importance map is to suppress those background pixels by applying some weighting

techniques to make the salient regions prominent. The device independent Lab color space

is used to calculate the weighted color map. Because, it provides us more information than
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RGB color space where all three channels contain similar information. The visual appear-

ance of L, a and b channels of a test image are presented in Fig. 3.5(a), 3.5(b) and 3.5(c). The

average of L, a and b channels are calculated using eq. 3.5 and the color difference images

of Fig. 3.5(d), 3.5(e) and 3.5(f) are found by subtracting each channel’s average from color

intensity values of each pixel as of eq. 3.6. The average calculation of the L channel is a

bit different. Because, in this channel the intensity values can differ in a range of 0 to 255.

Thus the mean and mode can have a large difference and because of frequency, the mode

may become insignificant. For this reason, the minimum of (Lmean +Lmode)/2 and Lmean

is taken as the weighted average in eq. 3.5. The Grey map (Gmap) in eq. 3.7 sums up all

three channels and Normalized map (Nmap) in eq. 3.8 produces the magnitude value of the

color space. Grey map and normalized map are shown in Figs 3.5(g) and 3.5(h) respectively.

These two maps are combined into the single saliency map of Fig. 3.5(i) using eq. 3.9.

Cavg = [Lavg,aavg,bavg]

Lavg = min
(

Lmean +Lmode

2
,Lmean

)
aavg =

amean +amode

2

bavg =
bmean +bmode

2

(3.5)

dILab(x,y) =
∣∣ILab(x,y)−Cavg

∣∣
ILab(x,y) = Color intensity of pixel(x,y) Lab image

(3.6)

Gmap(x,y) = wLdL(x,y)+wada(x,y)+wbdb(x,y)

where,wL = 0.1 and wa = wb = 0.45
(3.7)

Nmap(x,y) =
√

d2
L(x,y)+d2

a(x,y)+d2
b(x,y) (3.8)
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Impclr(x,y) = Gγ
map(x,y)×Nmap(x,y)

where,γ = 1.5−1
(3.9)

Impclr(ri) =
1
|ri| ∑
∀Iclr(x,y)=i

Impclr(x,y),where

|ri|= Number of pixels in region ri

(3.10)

Though, gamma correction improves the result very slightly, it is performed on the grey map

before the combination in eq. 3.9. The pixel level color map is transformed into region level

map using the region average in eq. 3.10. The combined map highlights the salient region

but it also fails at the boundary. So, the border contrast map is introduced with weighted

color map in eq. 3.12 to produce the boundary aware color importance map. Fig. 3.6 shows

the boundary aware version of the color importance map. This boundary aware color map

of Fig. 3.6(c) is found by merging border contrast map of Fig. 3.6(a) and seam map of Fig.

3.6(b). As seen in this figure, the resulting combination is a better candidate for saliency

detection.

Sclr,s(ri) =
Impclr(ri)

1
N ∑

N
k=1 ds(ri,rk)

ds = Euclidian region distance

N = Number of regions

(3.11)

SbClr(ri) = SB(ri)× [1+Sclr,s(ri)]

SB(ri) = Border contrast map from eq. 3.4
(3.12)
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(a) (b) (c)

Figure 3.6: Generation of boundary aware color map by merging bor-
der contrast map and seam importance map.

(a) (b) (c)

Figure 3.7: Merging boundary aware color map and seam importance
map.

3.6 Combining Seam and Color Importance Maps

Following the traditional way of combining saliency maps, the boundary aware color map is

combined with seam map by eq. 3.13 using multiplication as seen in Fig. 3.7. The combined

saliency map of Fig. 3.7(c) is found by merging boundary aware color map of Fig. 3.7(a)

and seam map of Fig. 3.7(b). The samples in Fig. 3.7(a) and Fig. 3.7(b) both contains

highlighted portions of backgrounds. Though, the combined result successfully suppresses

the background, it does not enumerate the salient region sufficiently. So, an optimization

procedure is required to produce a more robust saliency map.

Sal′(ri) = SbClr(ri)×Sseam,s(ri) (3.13)

3.7 Color Distance and Contrast Dissimilarity

The existing color contrast between the regions in an image is one of the main attraction of

saliency detection studies. The euclidean color distance in Lab color space of the superpixels
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is used to measure the contrast difference between the superpixels as in eq. 3.14. The global

contrast map is found by using eq. 3.15. This is used in the optimization equation as the

smoothness weight.

ρ(ri,r j) = exp
(
−d2

c (ri,r j)

σ2

)
dc(ri,r j) =

√
(ci− c j)2

ci,c j = Mean color vector of ri,r j

σ = constant to control strength

(3.14)

SG(ri) =
1
N

N

∑
k=1

ρ(ri,r j)

N = Number of regions

(3.15)

3.8 Optimization

The produced saliency map more often contains clutter or noise. To remove those clutter or

noise some smoothing operations are usually performed. Gestalt thresholding is a successful

technique in this regard. Moreover, combined saliency maps usually observe these type of

clutters. So, optimization technique becomes a necessary step in saliency map generation

procedure.

3.8.1 Gestalt Smoothing Technique

Gestalt Law is used to produce a smooth saliency map by removing clutters and noises. Here,

we use the same sets of smoothing equations used in [20], [21] and [13] to explore regions

that are closer to foci of attention in a combined saliency output of eq. 3.13. So, by using

this law an optimized version of the seam map is found as seen in Fig. 3.8(a).

In [20] and [21] Gestalt Law [53] is used to smooth the combined saliency cues in order to

produce a more efficient saliency map. According to that principle, visual systems are more

likely to group similar regions together. So, equations 3.16 and 3.17 are used in an input
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(a) Gestalt Smoothing (b) Cost Minimization

Figure 3.8: Optimized saliency maps.

image to explore regions that are closer to foci of attention. Finally, The optimized saliency

map is found by using eq. 3.17. This approach is also applied in [13], [21] and [20].

Sal′(ri) =


min(1.0,Sal′(ri)× (1−d f oci(i))−1; if d f oci(i)≤ 0.2 and Sal′(ri)> m̄+ sd

Sal′(ri)× (1−d f oci(i)); if d f oci(i)≤ 0.5

Sal′(ri)× (1−d f oci(i))2; otherwise
(3.16)

Sal(ri) =
1
Zi

N

∑
k=1

Sal′(ri)× exp
−|Sal′(ri)−Sal′(rk)|

δ
(3.17)

3.8.2 Cost Minimization Function

Most of the previous researchers use multiplication or weighted summation to combine mul-

tiple saliency cues. The resulted combination does not do well in case of generalization. The

main target of saliency detection techniques is to generate a map closer to the binary ground

truth image. So, Zhu et. al. have developed an optimization technique towards this goal. In

this research, optimization is done by minimizing their quadratic cost function 3.18 proposed

in [30]. All three terms of this cost function are square errors and it can be solved by using

least square method. The first term of the cost function represents the background which

encourages a superpixel pi with large background weight wbg
i to take a small value si closer
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(a) (b) (c)

Figure 3.9: The optimal saliency map is found by solving the quadratic
equation proposed in [30] using background map and foreground maps.

to 0. In this research, the background weight wbg
i is 1−Saliency. The second term represents

the foreground which encourages a superpixel pi with large foreground weight w f g
i to take a

large value closer to 1. Here, the foreground weight is one of the saliency maps found in this

study. The third term is the smoothness term which smooths both the background and fore-

ground by removing small noises. The color dissimilarity based global contrast map from

eq. 3.15 is used as the weight for the smoothness term. Since, the target of this weight is

to smooth the combined saliency map, connecting two levels of nearest neighbours and the

boundary regions before dissimilarity measure produces better result as shown in Fig. 3.9.

The optimal saliency map of Fig. 3.9(c) is found by solving the quadratic equation proposed

in [30] using 3.9(a) as background map and 3.9(b) as foreground map. In this study, differ-

ent combinations of saliency measures are used as the foreground and background weight

in eq. 3.18 as shown in table 4.1 and a balanced combination is proposed as the optimal

combination.

It smooths the combined saliency map with a target to minimize the cost of foreground and

background separation. It is the target oriented optimization technique that simultaneously

draws a line between foreground and background pixels and results in a highlighted fore-

ground with a suppressed background. It also smooths the resulted output in both foreground

and background region.

N

∑
i=0

wbg
i s2

i +
N

∑
i=0

w f g
i (si−1)2 +∑

i, j
wi, j(si− s j)

2 (3.18)
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3.9 Summary

In this chapter, the proposed architecture is discussed in details. It is shown how the input raw

image is converted into the superpixelized version and from that superpixelized image fore-

ground and background saliency maps are calculated using seam and color information. The

contribution of border prior and its calculation procedures are also described. Besides that,

two possible optimization procedure is discussed which can furnish the combined saliency

map as the final output of the proposed methodology.
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Chapter IV

Experiments, Results and Discussion

4.1 Introduction

Different types of experiment with the proposed method has been performed on several state

of the art datasets. In this chapter, detailed outcomes of those experiments have been pre-

sented along with some historical background of the datasets. Moreover, The basis of evalu-

ation and comparison of the proposed method with other state of the art techniques has been

presented in this chapter.

4.2 Datasets

Standard datasets like MSRA 1k, MSRA 10k, CSSD and ECSSD are used to evaluate the

performance of this study. Here, MSRA 1k and 10k are subsets of widely used MSRA

original dataset which contains 20,000 images along with their hand labelled rectangular

ground truth images which are manually annotated by 3-9 users. Wang and Li [54] and

Achanta et. al. [15] has claimed that original MSRA dataset has limitation in fine grained

evaluation because of being too coarse in some cases. In [15] the authors presented the

MSRA 1k or ASD dataset by manually segmenting each salient region which overcome

Figure 4.1: Annotated examples of MSRA and MSRA10k dataset.
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Figure 4.2: Some members of CSSD and ECSSD datasets with com-
plex backgrounds and low contrast surroundings.

the limitations of original MSRA dataset. An extended version of MSRA 1k dataset which

contains pixel level binary ground truth images of 10,000 images from the original MSRA

dataset is presented in [35]. They named this dataset MSRA10k which was previously called

THUS10000. Some examples of MSRA and MSRA10k datasets are presented in FIg. 4.1.

The first row shows some bounding box annotation from original MSRA dataset and the

second row shows the pixel level ground truth annotation from MSRA10k dataset. Almost

all modern saliency detection techniques use this dataset as a benchmark for evaluation of

saliency detection methods.

Microsoft Research Asia (MSRA) based datasets are good for saliency detection evalua-

tion and contain a large variety in contents, but their backgrounds are relatively simple and

smooth. To evaluate the complex situations in saliency detection, where objects and back-

grounds have relatively low contrast and object surroundings are comparatively complex,

Yan et. al. [18] have proposed CSSD dataset with pixel level binary ground truths in 2013

which is a more challenging dataset with 200 images containing complex situations and they

extended the dataset by increasing the images to 1,000 in [55] and named it Extended Com-

plex Scene Saliency Dataset (ECSSD).
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4.3 Evaluation Metrics

There are usually two types of evaluation strategies for every computer vision technique -

qualitative analysis and quantitative analysis. Results found in this study are compared with

several state of the art methods. Qualitative analysis of this study is presented in Fig. 4.14

with some of the mentioned methods containing comparative samples from respective tech-

nologies. For quantitative analysis precision recall curves are shown for different datasets

along with other techniques and clearly proves the superiority of the proposed method. Eq.

4.1 and 4.2 represents precision and recall respectively for a single image q with threshold T.

To draw the precision recall curve simple binarization is performed by varying the threshold

T in eq. 4.3 and 4.4 within the range from 0 to 255 and the curves are plotted with respect

to the ground truth data available for each input image in the corresponding dataset. Since,

precision-recall curves only consider whether the object saliency is higher than the back-

ground saliency, to evaluate the overall performance, F-beta measures in Fig. 4.9 are also

presented in this study to better understand the performance of the compared methods.

precision(q,T ) =
t p

t p+ f p
(4.1)

recall(q,T ) =
t p

t p+ f n
(4.2)

PrecisionT =
1
Q

Q

∑
q=1

precision(q,T ) (4.3)

RecallT =
1
Q

Q

∑
q=1

recall(q,T ) (4.4)

Fβ =
(1+β 2)Precision×Recall

β 2×Precision+Recall
(4.5)
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4.4 Experimental Setup

Standard datasets that are discussed in section 4.2 are used to evaluate the proposed method.

The configuration of the windows machine for this study is second generation Intel core i5

processor with 8 Gb of DDR3 RAM. All the experiments of this thesis are performed in

Matlab programming environment.

4.5 Quantitative Results and Analysis

4.5.1 Effects of Various Combinations

As observed in the previous chapter, optimization is a very useful step in enhancing the

performance of the saliency detection procedure. It is done in different ways. In this section

some optimization procedures are explored for saliency detection and the best of them for

the final output is recommended.

Comparison of Optimization Techniques

Gestalt thresholding technique and cost minimizing method have been compared in Fig.

4.3(a) and 4.3(b). Both of the figures represent combination of seam, color and background

cues on MSRA 1k dataset. In this illustration, the costMinimizing and gestaltSmoothing op-

timizations have Fβ scores 0.892 and 0.874 respectively. So, the cost minimizing approach

(a) (b)

Figure 4.3: Comparison of optimization techniques.
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outperforms the Gestalt Smoothing technique and this is considered as the optimization pro-

cedure of the proposed method.

Cost Minimizing Optimization Experiments

In this study, several promising combinations of saliency maps are explored by using cost

minimization optimization technique. Some of them are briefly discussed in this section and

mentioned in table 4.1. In those three combinations, the smoothness weight is kept the same

which is the global contrast map between the superpixels from eq. 3.15. If the border contrast

map is used as the background weight in the proposed cost minimization based optimization

method and the seam importance map is used as the foreground weight, closer PR curves for

comb2 and comb3 are found as seen in Fig. 4.4. The f-beta score is also closer for those

combinations as depicted in that figure. Comb2 shows slightly degraded performance in

terms of quantitative analysis. To better understand the differences, same combinations are

analysed with comparatively complex ECSSD dataset containing same number of members

like MSRA 1k. The results are shown in FIg. 4.4 and Fβ scores from both the tests are given

in table 4.2. Performance of comb2 is further degraded for ECSSD experiment and now

comb3 clearly outperforms both comb1 and comb2 as seen in both Fig. 4.4 and table 4.2.

Table 4.1: Proposed optimization combinations.

Method Foreground Background

Comb1 Border Contrast Map from eq. 3.4
Seam Importance Map

from eq. 3.1

Comb2 Border Contrast Map from eq. 3.4
Combined Seam and Boundary
Aware Color Map from eq. 3.13

Comb3 (Proposed)
Boundary Aware

Color Map from eq. 3.12 Weighted Seam Map from eq. 3.2

The average runtime for those combinations are given in table 4.3 for MSRA 1k experiment.

As seen in that table, the runtime is not good enough for real time applications, since the

program is written in Matlab for experiments and the experimental machine was not an

ideal one for real time application. It would be much faster for real time use which will be

possible by implementing an optimized version of this program in some application level

programming language like C++ or Java on a suitable platform. However, the target of this

thesis is to find a better method for saliency detection in terms of accuracy. So, application

level programming is not implemented.
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(a) MSRA1k (b) MSRA1k

(c) ECSSD (d) ECSSD

Figure 4.4: Precision recall curves for different combinations.

From the results in Fig. 4.4 and runtimes in table 4.3 it is seen that comb1 and comb3 are

closer to each other. But the second combination is the slowest since it introduces more

computational complexities and the first combination is the fastest in terms of runtime com-

parison. Qualitative results are also closer for comb1 and comb3 combinations (as seen in

Table 4.2: Fβ score comparison of proposed combinations.

Dataset Comb1 Comb2 Comb3 (Proposed)
MSRA 1k 0.891 0.885 0.892
ECSSD 0.703 0.659 0.714

Table 4.3: Runtime comparison of proposed combinations.

Method Comb1 Comb2 Comb3 (Proposed)
Time (sec) 1.63 2.65 1.745

Code Matlab Matlab Matlab



39

Fig. 4.10). On the other hand, for MSRA 1k dataset the second combination does well in

case of PR curve and F-beta test. But, the third one does well in complex situations like the

ECSSD dataset. Its performance is also competitive in MSRA 1k dataset and the runtime

is quite acceptable in comparison to the fastest method and its excellent performance on the

complex dataset. Thus the third combination is chosen as the proposed method in this study

and it is be termed as Our method onwards.

4.5.2 Effects of Various Parameters

As mentioned before, superpixel size is considered as 600 pixels and α = 0.3 is used for

border contrast map generation. It is done based on some experiments done on the proposed

method. Performance difference is also observed by using raw or superpixel version of the

input image for seam and color map generation methods. In this section, all the experiments

are performed on MSRA 1k dataset. The results of those experiments are presented below.

Performance of Raw and Superpixelized Seam and Color Importance Maps

The seam and color maps can be generated from raw input image or from superpixelized

version of the input image. In [21], seam and color maps are directly calculated from the

raw input image and in [20] the seam and color maps are generated from the superpixelized

input image. In the precision-recall curve and F-beta chart of Fig. 4.5 the superiority of the

(a) (b)

Figure 4.5: Comparison of raw and superpixelized input for seam and
color map generation.
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superpixel version of the seam and color maps are clearly demonstrated. Here, the Fβ values

for superPixel and rawImage are 0.892 and 0.879 respectively.

It is probably that the superpixelized image is more smoother and contains stronger edges.

So, the superpixel image is choosen as the input to seam and color map generation procedure.

Effect of Different Superpixel Sizes

The SLIC superpixel generation procedure requires the approximate number of pixels for

each superpixel as a parameter for an input image. It determines each superpixel size or the

number of superpixels in the output superpixelized image. Experiments have been performed

on the proposed method using MSRA 1k dataset with different superpixel sizes - 300 pixels,

600 pixels and 900 pixels. The PR curve and F-beta charts are given in Fig. 4.6. It is seen

that performance of 600 pixel and 900 pixels are quite closer and better than 300 pixels and

1200 pixels. The Fβ values for 300px, 600px, 900px and 1200px are 0.890, 0.892, 0.892 and

0.885 respectively.

As observed in the experiments, the bigger size of superpixels smooth the image and usually

better for saliency detection. But, it starts loosing required edges at some point. For this

reason performance degrades after increasing the superpixel size to 1200 pixels. Since, 600

pixels results in better precision value as seen in F-beta chart, it is chosen as the preferred

size in the proposed saliency detection technique for superpixel generation.

(a) (b)

Figure 4.6: Comparison of different superpixel sizes.
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(a) (b)

Figure 4.7: Comparison of different alpha values.

Effect of Different α Values

In eq. 3.4 α determines the percentage of background superpixels that is considered for

comparison in border map generation procedure. In Fig. 4.7 α is varied from 30% to 100%.

It is seen that performance remains almost same as the PR curves overlaps each other and

F-beta value is constant at 0.891 for all four cases.

It is because in almost all cases, most of the image pixels are background and a very small

portion constitutes the salient region. Taking smaller α value makes calculation less complex

and faster. Besides that, the F-beta chart shows that precision is higher for α = 0.3. So, this

is chosen for as the α value in this thesis.

Based on the experiments in this section, the parameters in the following table 4.4 are chosen

for the proposed saliency model.

Table 4.4: Chosen parameters for the proposed saliency model.

Superpixel Size Alpha (α) Compactness Foreground Background

600 px 0.30 20
Boundary Aware Color

Map from eq. 3.12
Weighted Seam

Map from eq. 3.2

4.5.3 Comparison with Other State of the Art Methods

Results found in this study are compared with several state of the art methods which are

labelled as HC[35], MSS[33], GB[48], SWD[56], RC[57], AC[58], IT[8], GR[59], LC[60],

FT[26], CA[16], AIM[61], GS[17], SF[50], SR[62], BARC[13], BARCS[21] and BACS[20].
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(a) MSRA1k (b) MSRA10k

(c) CSSD (d) ECSSD

Figure 4.8: Precision recall curves for different datasets.

Most of these labels are used in previous researches like [15], [35], [63]. Other labels are con-

structed by taking some meaningful letters from the titles of the related publications. Based

on publicly available results for specific dataset, the proposed method has been compared

with other state of the art methods as shown in table 4.5.

Table 4.5: Datasets and compared methods.

Dataset Compared Methods

MSRA 1k
CA[16], FT[26], HC[35], LC[60], MSS[33],

SWD[56], GS[17], SF[50], BARC[13], BARCS[21], BACS[20]
MSRA 10k GS[17], SF[50], BARC[13], BARCS[21], BACS[20]

CSSD GS[17], SF[50], BARC[13], BARCS[21], BACS[20]

ECSSD
GR[59], IT[8], SR[62], MSS[33],

GS[17], SF[50], BARC[13], BARCS[21], BACS[20]

The qualitative analysis in Fig. 4.14 visually presents the performance of the presented

method compared to other state of the art techniques. The first row shows the input images

and the last row contains the target pixel level ground truth for corresponding input image.
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(a) MSRA1k (b) MSRA10k

(c) CSSD (d) ECSSD

Figure 4.9: F-beta curves for different datasets.

From this figure it is seen that the proposed method done very well with other compared

results.

In case of quantitative comparison, the precision-recall curve in Fig. 4.8 clearly demonstrates

the superiority of the proposed method. As pointed in [35], all the methods have the same

precision and recall values at maximum recall for threshold = 0 and all pixels are considered

to be in the foreground. On the other hand, at minimum recall values of the proposed method

are higher than the other compared methods as a result of smoother saliency containing more

pixels in the salient region. β = 0.3 is considered in eq. 4.5 like [21] and [13] to draw F-beta

measures in Fig. 4.9. The bars in this figure demonstrates that the presented method clearly

outperforms other state of the art techniques.

The average runtime of different methods are given in table 4.6 as presented in [35]. The

given times are depended on the programming platform and a different machine specification
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(a) Comb1 (b) Comb2 (c) Comb3 (Proposed)

Figure 4.10: Optimization combinations.

and may vary on other computer or programming platform. So, this is mentioned here only

for reference. The average runtime of the proposed method is also mentioned in that table.

The configuration of the windows machine for this study is given in section 4.4.

Table 4.6: Time comparison of different methods.

Method Our AIM CA CB FT GB HC IT LC MSS RC SWD
Time (s) 1.745 4.288 53.1 5.568 0.102 1.614 0.019 0.611 0.018 0.106 0.254 0.100

Code Matlab Matlab Matlab M&C C++ Matlab C++ Matlab C++ Matlab C++ Matlab

4.6 Qualitative Results

4.6.1 Visual Effects of Various Combinations

Three different combinations of foreground and background saliency maps are experimented

in this research. The quantitative analysis has been presented in section section 4.5.1 and the

qualitative comparison is presented in Fig. 4.10. As mentioned before, there is not much

visual difference among the combinations. From the discussion in section 4.5.1, it is clear

that comb3 shows better performance for complex ECSSD dataset (see Fig. 4.4) and its

runtime is better than comb1. So, comb3 is the proposed model of this thesis.

4.6.2 Visual Effects of Various Parameters

In the previous section, the quantitative effects of different parameters have been explored.

In this section, the qualitative outputs of those experiments are presented. Though, the quan-

titative outputs clearly presents the differences of different parameter values, the figures of

this section also supports their relating quantitative statements in the preceding section.
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(a) (b)

Figure 4.11: Seam map from raw input image and superpixelized input
image.

(a) 300 px (b) 600 px (c) 900 px (d) 1200 px

Figure 4.12: Visual examples of different superpixel sizes.

Raw vs Superpixel Input Image

The visual difference can be observed in Fig. 4.11. It is seen that the superpixelized version

results in better seam map because in the input superpixel image is more smoother and has

strong edges. This is also proved in quantitative results.

Visual Effect of Superpixel Sizes

The visual difference of different superpixel sizes is presented in Fig. 4.12. It is seen that the

superpixelized version results in better seam map because in the input superpixel image is

more smoother and has strong edges. This supports the statements in quantitative analysis.

Visual Effect of α variants

The visual difference of different superpixel sizes is presented in Fig. 4.13. It is seen that the

superpixelized version results in better seam map because in the input superpixel image is

more smoother and has strong edges. This supports the statements in quantitative analysis.
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(a) 0.30 (b) 0.50 (c) 0.75 (d) 1.00

Figure 4.13: Visual examples of different alpha values.

4.6.3 Qualitative Comparison with Other Methods

The qualitative comparison of the proposed saliency model is presented in Fig. 4.14, 4.15,

4.16 and 4.17 on MSRA 1k, MSRA 10k, CSSD and ECSSD datasets respectively. The

proposed saliency model is compared with publicly available results of other state of the art

techniques for specific datasets mentioned in section 4.5.3. In all of the qualitative results it

is seen that the proposed model does better than the compared techniques as it covers more

area of the ground truth image in the last row of each figures which is the target output. The

visual results also proves the superiority of the proposed model compared to other state of

the art techniques.
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Figure 4.14: Qualitative comparison of our saliency output with other
state of the art methods on MSRA 1k dataset.
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Figure 4.15: Qualitative comparison of our saliency output with other
state of the art methods on MSRA 10k dataset.
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Figure 4.16: Qualitative comparison of our saliency output with other
state of the art methods on CSSD dataset.
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Figure 4.17: Qualitative comparison of our saliency output with other
state of the art methods on ECSSD dataset.
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4.7 Complex Cases and Miss Detections

In previous sections, it is seen that the proposed saliency model does better than other state of

the art techniques in case of saliency detection. But, there are complex cases in each dataset

where the proposed model may not detect well. Some of such cases are presented in Fig.

4.18. In this figure, input and ground truth images are presented along with BARC, BARCS

and Our proposed saliency model. Each of the rows in this figure presents a comparatively

complex case with a low contrast image. In spite of that, it is noticeable that the proposed

model does well than other compared methods as seen in the fourth column of the figure.

Specially, it performs outstanding in case of the first and third row. In other cases, the

proposed model covers more area of the ground truth image than other compared approaches.

4.8 Application of the proposed method in pedestrian detection

In this study, the proposed saliency model is implemented in a simple HOG based pedestrian

detection method to evaluate its performance in application level. Experiments reveal that the

implementation of saliency detection makes the searching process faster as it can easily skip

background regions from the search area. It also reduces false positives which are detected

in the background.

A small annotated test dataset in combination of famous INRIA person dataset has been used

to train the Hog based pedestrian model. The saliency detection technique is applied on some

test images. First the salient region of the test image is calculated. Then the window based

search technique is applied in the salient region. We only search the window for a possible

pedestrian if the salient binary mask as seen in Fig. 4.20 of that window cover more than

40% of the foreground - i.e. white portion of the binary mask image. It reduces the search

time as expected. Besides, it helps to reduce the false positives which resulted in the back-

ground region as seen in Fig. 4.19 and 4.21. The search time of the detection procedure is

also reduced as is skips searching in pure backgrounds as detected by the saliency map. For

the example in Fig. 4.21 search time is reduced by 24.30% by introducing saliency detection

in the search procedure. This is applicable to most of the computer vision techniques. Com-

putational time and performance of many application can be greatly improved by reducing

the search area within the salient region.
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Input BARC BARCS OUR GT

Figure 4.18: Qualitative comparison of proposed saliency output with
a pair of complex members of each dataset namely - MSRA 1k, MSRA

10k, CSSD and ECSSD respectively.
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Similar way, saliency detection can be applied to many image analysis system including

but not limited to image classification, object detection, object tracking, semntic segmenta-

tion, person identification, image captioning, robot navigation, video surveillance, medical

imaging etc. and significantly improve their performance in terms of time and accuracy.

Figure 4.19: Pedestrian detection without saliency detection technique.

Figure 4.20: Binary mask of the salient region.

4.9 Summary

In this chapter, a brief history of the famous saliency datasets have been discussed. The

performance of raw and superpixel input image has been explored with experimental results

and explanation. In addition to that, two optimization techniques have been compared and

the cost minimizing optimization has been suggested as the better one for this proposed ar-

chitecture. In the result section, qualitative and quantitative analysis is done with several
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Figure 4.21: Pedestrian detection with saliency detection technique.

other state of the art saliency detection methods. Moreover, the use of the proposed method

in pedestrian detection has been implemented and how the addition of this method signifi-

cantly enhances the output of that simple implementation of pedestrian detection has been

discussed. The results and discussion clearly demonstrates the superiority of the proposed

architecture over other efficient technologies.
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Chapter V

Conclusion

5.1 Introduction

The summary of this study is discussed in this chapter. Moreover, how the study can be useful

in practical applications and the possible future research directions are suggested here.

5.2 Summary

A gradual enhancement of the saliency detection technique from the boundary aware re-

gional contrast based method to the final proposed seam and color based boundary aware

regional saliency detection procedure has been presented in this study. Introduction of the

quadratic equation based optimization method has improved the result significantly. Some

intermediate combinations are also presented with their detailed comparison. Though, one of

the combinations is marked as the proposed solution balancing the runtime and performance,

any of them can be used with respect to the application demand. Moreover, the presented

results in the experimental section of this study clearly demonstrate the superiority of the

proposed method over other state of the art techniques in terms of qualitative and quantita-

tive analysis. The use of standard benchmark datasets strengthens the acceptability of this

study and its publicly available results make an opportunity for other researches to compare

their findings with the proposed method.

5.3 Recommendations

Besides the optimal final version of the proposed saliency model, different combinations

relating the seam and color cues has been explorted in this study. Some of them are compu-

tationally more efficient than their close competitors, others may show slightly more accurate

result. So, the recommendation is to use the version as per requirement. Saliency detection

techniques are usually useful in the preprocessing steps of different computer vision appli-

cations like - real time object detection, video surveillance etc. In those application level,

detection time can be a crucial issue. In those cases, we suggest to experiment with less
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computationally expensive computations from this study. On the other hand, there are appli-

cations like content aware image resizing, offline object search etc, where the time is not that

much important but the exactness is the main concern. In these situations, we suggest to use

the proposed final saliency model.

5.4 Future Scopes of Work

Computational devices are improving day by day. So, in future exactness of saliency de-

tection technique will be the main concern. Moreover, fine tuned version of the proposed

method is possible and its implementation in a application level programming language like

C++ would certainly improve its runtime. Besides that, different saliency weight calculation

procedures of this study like border contrast map, color map and contrast based dissimilar-

ity can be parallelized and this way runtime can come to its minimum. The recent trend

is moving towards learning based method like deep learning, random forest. So, in future

the proposed saliency detection technique can be improved by using some learning archi-

tecture and can be applied into various computer vision related applications like pedestrian

detection, action recognition, object detection and recognition etc.
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